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Over the past several years, we have witnessed fundamental breakthroughs

in machine learning, largely driven by rapid advancements of the underlying

deep neural network models and algorithms. This has consequently spurred

the development of new, powerful machine learning systems, with emerging

applications in specialized, high-stakes domains such as medicine. However,

the increased capabilities of these novel systems come at a cost of much greater

complexity, with the design of machine learning systems becoming ever more

laborious, computationally expensive and opaque. This can result in catastrophic

failures and significantly hinders effective collaboration with human experts,

often central to successful deployment. In this thesis, we present research results

that take steps to addressing these challenges. Having first overviewed some of

the key deep learning models, algorithms and use cases, we begin by introducing

quantitative techniques that can give insights into neural network hidden repre-

sentations, which provide both fundamental understanding on central aspects

of machine learning, and also inform algorithms for efficiently learning and

training these complex systems. Finally, we study how these fully trained AI

systems can be adapted to work effectively with human experts, resulting in

better outcomes than either humans or AI alone. We conclude with a discussion

on the many rich further directions and open questions for future study.
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The UVC baselines, which first train a classifier on the empirical grade
histogram, are denoted Histogram-. DUPs are trained on either T (disagree)

train
or T (var)

train , and denoted Disagree-, Variance- respectively. The top two
sets of rows shows the performance of the baseline (and a strengthened
baseline Histogram-PC using Prelogit embeddings and Calibration)
compared to Variance and Disagree DUPs on the (1) Variance Predic-
tion task (evaluation on T (var)

test ) and (2) Disagreement Prediction task
(evaluation on T (disagree)

test ). We see that in both of these settings, the DUPs
perform better than the baselines. Additionally, the third set of rows
shows tests a Variance DUP on the disagreement task, and vice versa
for the Disagreement DUP. We see that both of these also perform better
than the baselines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
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7.4 Evaluating models (percentage AUC) on predicting disagreement be-
tween an average individual doctor grade and the adjudicated grade.
We evaluate our models’s performance using multiple different ag-
gregation metrics (majority, median, binarized non-referable/referable
median) as well as special cases of interest (no DR according to majority,
no DR according to median). We observe that all direct uncertainty
models (Variance-, Disagree-) outperform all classifier-based models
(Histogram-) on all tasks. . . . . . . . . . . . . . . . . . . . . . . . . . 179

7.5 Ranking evaluation of models uncertainty scores using Spearman’s
rank correlation. In the top set of rows, we compare the ranking in-
duced by the model uncertainty scores to the (ground truth) ranking
induced by the Wasserstein distance between the empirical grade his-
togram and the adjudicated grade. We use three different metrics for
evaluating Wasserstein distance: absolute value distance, 2-Wasserstein
and Binary agree/disagree (more details in Appendix E.6.) Again, we
see that all DUPs outperform all baselines on all metrics. The second set
of rows provides another way to interpret these results. We subsample
n doctors to create a new subsampled empirical grade histogram, and
compare the ranking induced by the Wasserstein distance between this
and the adjudicated grade to the ground truth ranking. We can thus say
that the average DUP ranking corresponds to having 5 doctor grades,
and the average UVC ranking corresponds to 4 doctor grades. . . . . 184

App.1ANIL offers significant computational speedup over MAML, during
both training and inference. Table comparing execution times and
speedups of MAML, First Order MAML, and ANIL during training
(above) and inference (below) on MiniImageNet domains. Speedup is
calculated relative to MAML’s execution time. We see that ANIL offers
noticeable speedup over MAML, as a result of removing the inner loop
almost completely. This permits faster training and inference. . . . . . 255

App.2Test time performance is dominated by features learned, with no dif-
ference between NIL/MAML heads. We see identical performances of
MAML/NIL heads at test time, indicating that MAML/ANIL training
leads to better learned features. . . . . . . . . . . . . . . . . . . . . . 257

App.3MAML training most closely resembles multiclass pretraining, as il-
lustrated by CCA and CKA similarities. On analyzing the CCA and
CKA similarities between different baseline models and MAML (com-
paring across different tasks and seeds), we see that multiclass pre-
training results in features most similar to MAML training. Multitask
pretraining differs quite significantly from MAML-learned features,
potentially due to the alignment problem. . . . . . . . . . . . . . . . . 258
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App.1Additional performance results when varying initialization and the
dataset size on the Retina task. For Resnet50, we show performances
when training on very small amounts of data. We see that even fine-
tuning (with early stopping) on 5k datapoints beats the results from
performing fixed feature extraction, Figure App.4, suggesting finetun-
ing should always be preferred. For 5k, 10k datapoints, we see a larger
gap between transfer learning and random init (closed by 50k data-
points) but this is likely due to the enormous size of the model (typically
trained on 1 million datapoints) compared to the dataset size. This
is supported by evaluating the effect of transfer on CBR-LargeT and
CBR-LargeW, where transfer again does not help much. (These are one
third the size of Resnet50, and we expect the gains of transfer to be even
more minimal for CBR-Small and CBR-Tiny.) We also show results for
using the MeanVar init, and see some gains in performance for the very
small data setting. We also see a small gain on 5k datapoints when just
reusing the conv1 weights for Resnet50. . . . . . . . . . . . . . . . . . 261

App.2Representational comparisons between trained ImageNet models
with different seeds highlight the variation of behavior in higher
and lower layers, and differences between larger and smaller mod-
els. We compute CCA similarity between representations at different
layers when training from different random seeds with (i) (the same)
pretrained weights (ii) different random inits, for Resnet and CBR-Small.
The results support the conclusions of the main text. For Resnet50, in
the lowest layers such as Conv1 and Block1, we see that representations
learned when using (the same) pretrained weights are much more sim-
ilar to each other (diff 0.2 in CCA score) than representations learned
from different random initializations. This ∼ 0.2 difference is also much
higher than (somewhat) corresponding differences in CBR-Small, for
Pool1, Pool2. Actually, as Resnet50 is much deeper, the large difference
in Block1 is very striking. (Block 1 alone contains much more layers than
all of CBR-Small.) By Block3 and Block4 however, the CCA similarity
difference between pretrained representations and those from random
initialization is much smaller, and slightly lower than the differences
for Pool3, Pool4 in CBR-Small, suggesting that pretrained weights are
not having much of a difference on the kinds of functions learned. For
CBR-Small, we also see that pretrained weights result in larger differ-
ences between the representations in the lower layers, but these become
much smaller in the higher layers. We also observe that representa-
tions in CBR-Small trained from random initialization (especially in the
lower layers e.g. Pool1) are more similar to each other than in Resnet50,
suggesting things move more. . . . . . . . . . . . . . . . . . . . . . . 263
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App.1Using soft targets for disagreement prediction does not help in per-
formance (AUC). Holdout AUC column corresponds to Disagreement
Prediction Performance in Table 7.3, other columns refer to Table 7.4 in
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App.3DUP and UVC models trained with entropy as a target function.
Again, we see that the DUP model outperforms the UVC model. 284

xviii



LIST OF FIGURES

2.1 Schematic of a typical deep learning workflow. A typical develop-
ment process for deep learning applications can be viewed as consisting
of three sequential stages (i) data related steps (ii) the learning compo-
nent (iii) validation and analysis. Each one of these stages has several
substeps and techniques associated with it, also depicted in the figure.
In the survey we will overview most techniques in the learning compo-
nent, as well as some techniques in the data and validation stages. Note
that while a natural sequence is to first complete steps in the data stage,
followed by learning and then validation, standard development will
likely result in multiple different iterations where the techniques used
or choices made in one stage are revisited based off of results of a later
stage. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2 The Supervised Learning process for training neural networks. The
figure illustrates the supervised learning process for neural networks.
Data instances (in this case images) and corresponding labels are col-
lected. During the training step, the parameters of the neural network
are optimized so that when input a data instance, the neural network
outputs the corresponding label. During evaluation, the neural network
is given unseen data instances as input, and if trained successfully, will
output a meaningful label (prediction). . . . . . . . . . . . . . . . . . 22

2.3 Differences between Image Classification, Object Detection, Seman-
tic Segmentation and Instance Segmentation tasks. Image source [2]
The figure illustrates the differences between classification, object detec-
tion, semantic segmentation and instance segmentation. In classification,
the whole image gets a single label (balloons), while in object detection,
each balloon is also localized with a bounding box. In semantic segmen-
tation, all the pixels corresponding to balloon are identified, while in
instance segmentation, each individual balloon is identified separately. 25

2.4 Pose Estimation. Image source [300] The task of pose estimation,
specifically multi-person 2D (human) pose-estimation is depicted in
the figure. The neural network model predicts the positions of the
main joints (keypoints), which are combined with a body model to get
the stick-figure like approximations of pose overlaid on the multiple
humans in the image. Variants of these techniques have been used to
study animal behaviors in scientific settings. . . . . . . . . . . . . . . 31
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2.5 Illustration of the Sequence to Sequence prediction task. Image
source [369] The figure shows an illustration of a Sequence to Sequence
task, translating an input sentence (sequence of tokens) in English to
an output sentence in German. Note the encoder-decoder structure
of the underlying neural network, with the encoder taking in the in-
put, and the decoder generating the output, informed by the encoder
representations and the previously generated output tokens. In this
figure, the input tokens are fed in one by one, and the output is also
generated one at a time, which is the paradigm when using Recurrent
Neural Networks as the underlying model. With Transformer models,
which are now extremely popular for sequence to sequence tasks, the
sequence is input all at once, significantly speeding up use. . . . . . . 36

2.6 Diagram of a Recurrent Neural Network model, specifically a LSTM
(Long-Short Term Network). Image source [229] The figure illustrates
an LSTM network, a type of Recurrent Neural Network. We see that
the input xt at each timestep also inform the internal network state in
the next timestep (hence a recurrent neural network) through a gating
mechanism. This gating mechanism is called an LSTM, and consists of
sigmoid and tanh functions, which transform and recombine the input
for an updated internal state, and also emit an output. The mechanics
of this gating process are shown in the middle cell of the figure. . . . . 38

2.7 Image of a couple of layers from a Transformer network. Image
source [8] The figure depicts the core sequence of layers that are funda-
mental to Transformer neural networks, a self-attention layer (sometimes
called a self-attention head) followed by fully connected layers. Note
that when working with sequence data, transformers take the entire
input sequence all at once, along with positional information (in this
case the input sequence being "Thinking Machines".) . . . . . . . . . . 41

2.8 The Transfer Learning process for deep neural networks. Transfer
learning is a two step process for training a deep neural network. In-
stead of intializing parameters randomly and directly training on the
target task, we first perform a pretraining step, on some diverse, generic
task. This results in the neural network parameters converging to a
set of values, known as the pretrained weights. If the pretraining task is
diverse enough, these pretrained weights will contain useful features
that can be leveraged to learn the target task more efficiently. Starting
from the pretrained weights, we then train the network on the target
task, known as finetuning, giving us the final model. . . . . . . . . . . 45

xx



2.9 The output of SmoothGrad, a type of saliency map. Image source
[294] The figure shows the original input image (left), raw gradients
(middle), which are often too noisy for reliable feature attributions, and
SmoothGrad (right), a type of saliency map that averages over pertur-
bations to produce a more coherent feature attribution visualization the
input. In particular, we can clearly see that the monument in the picture
is important for the model output. . . . . . . . . . . . . . . . . . . . . 53

2.10 Visualization of the kinds of features hidden neurons have learned
to detect. Image source [231] This figure, from [231], illustrates the
result of optimizing inputs to show what features hidden neurons have
learned to recognize. In this example, the hidden neuron has learned to
detect (especially) soccer balls, tennis balls, baseballs, and even the legs
of soccer players. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

2.11 Clustering neural network hidden representations to reveal linguis-
tic structures. Image source [169] In work on analyzing multilingual
translation systems [169], representational analysis techniques are used
to compute similarity of neural network (Transformer) hidden represen-
tations across different languages. Performing clustering on the result
reveals grouping of different language representations (each language a
point on the plot) according to language families, which affect linguistic
structure. Importantly, this analysis uses the neural network to identify
key properties of the underlying data, a mode of investigation that
might be very useful in scientific domains. . . . . . . . . . . . . . . . 57

2.12 Training neural networks with Self-Supervision. The figure illus-
trates one example of a self-supervision setup. In self-supervision,
we typically have a collection of unlabelled data instances, in this case
images. We define a pretext task, that will automatically generate la-
bels for the data instances. In this case, the pretext task is rotation —
we randomly rotate the images by some amount and label them by
the degree of rotation. During training, the neural network is given
this rotated image and must predict the degree of rotation. Doing so
also requires the neural network learn useful hidden representations of
the image data in general, so after training with self-supervision, this
neural network can then be successfully and efficiently finetuned on a
downstream task. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

2.13 An illustration of the Mixup data augmentation technique. Image
source [54] The figure provides an example of the Mixup data augmen-
tation method — an image of a cat and an image of a dog are linearly
combined, with 0.4 weight on the cat and 0.6 weight on the dog, to give
a new input image shown in the bottom with a smoothed label of 0.4
weight on cat and 0.6 weight on dog. Mixup has been a very popular
and successful data augmentation method for image tasks. . . . . . . . 69
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2.14 Human faces generated from scratch by StyleGAN2. Image source
[144] The figure shows multiple human face samples from StyleGAN2
[144]. While perfectly modelling and capture full diversity of complex
data distributions like human faces remains challenging, the quality
and fidelity of samples from recent generative models is very high. . . 73

3.1 To demonstrate SVCCA, we consider a toy regression task (regression
target as in Figure 3.3). (a) We train two networks with four fully
connected hidden layers starting from different random initializations,
and examine the representation learned by the penultimate (shaded)
layer in each network. (b) The neurons with the highest activations
in net 1 (maroon) and in net 2 (green). The x-axis indexes over the
dataset: in our formulation, the representation of a neuron is simply its
value over a dataset. (c) The SVD directions — i.e. the directions of
maximal variance — for each network. (d) The top SVCCA directions.
We see that each pair of maroon/green lines (starting from the top) are
almost visually identical (up to a sign). Thus, although looking at just
neurons (b) seems to indicate that the networks learn very different
representations, looking at the SVCCA subspace (d) shows that the
information in the representations are (up to a sign) nearly identical. . 86

3.2 Demonstration of (a) disproportionate importance of SVCCA directions,
and (b) distributed nature of some of these directions. For both panes,
we first find the top k SVCCA directions by training two conv nets on
CIFAR-10 and comparing corresponding layers. (a) We project the out-
put of the top three layers, pool1, fc1, fc2, onto this top-k subspace. We
see accuracy rises rapidly with increasing k, with even k � num neurons
giving reasonable performance, with no retraining. Baselines of random
k neuron subspaces and max activation neurons require larger k to per-
form as well. (b): after projecting onto top k subspace (like left), dotted
lines then project again onto m neurons, chosen to correspond highly to
the top k-SVCCA subspace. Many more neurons are needed than k for
better performance, suggesting distributedness of SVCCA directions. . 90

3.3 The effect on the output of a latent representation being projected onto
top SVCCA directions in the toy regression task. Representations of the
penultimate layer are projected onto 2, 6, 15, 30 top SVCCA directions
(from second pane). By 30, the output looks very similar to the full 200
neuron output (left). . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

xxii



3.4 Learning dynamics plots for conv (top) and res (bottom) nets trained
on CIFAR-10. Each pane is a matrix of size layers × layers, with each
entry showing the SVCCA similarity ρ̄ between the two layers. Note
that learning broadly happens ‘bottom up’ – layers closer to the input
seem to solidify into their final representations with the exception of
the very top layers. Per layer plots are included in the Appendix. Other
patterns are also visible – batch norm layers maintain nearly perfect
similarity to the layer preceding them due to scaling invariance (with
a slight reduction since batch norm changes the SVD directions which
capture 99% of the variance). In the resnet plot, we see a stripe like
pattern due to skip connections inducing high similarities to previous
layers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

3.5 Freeze Training reduces training cost and improves generalization. We
apply Freeze Training to a convolutional network on CIFAR-10 and
a residual network on CIFAR-10. As shown by the grey dotted lines
(which indicate the timestep at which another layer is frozen), both
networks have a ‘linear’ freezing regime: for the convolutional network,
we freeze individual layers at evenly spaced timesteps throughout
training. For the residual network, we freeze entire residual blocks at
each freeze step. The curves were averaged over ten runs. . . . . . . . 97

3.6 We plot the CCA similarity using the Discrete Fourier Transform be-
tween the logits of five classes and layers in the Imagenet Resnet. The
classes are firetruck and two pairs of dog breeds (terriers and husky like
dogs: husky and eskimo dog) that are chosen to be similar to each other.
These semantic properties are captured in CCA similarity, where we see
that the line corresponding to firetruck is clearly distinct from the two
pairs of dog breeds, and the two lines in each pair are both very close to
each other, reflecting the fact that each pair consists of visually similar
looking images. Firetruck also appears to be easier for the network to
learn, with greater sensitivity displayed much sooner. . . . . . . . . . 98

3.7 We plot the CCA similarity using the Discrete Fourier Transform be-
tween convolutional layers of a Resnet and Convnet trained on CIFAR-
10. We find that the lower layers of both models are noticeably similar
to each other, and get progressively less similar as we compare higher
layers. Note that the highest layers of the resnet are least similar to the
lower layers of the convnet. . . . . . . . . . . . . . . . . . . . . . . . 98
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4.1 CCA distinguishes between stable and unstable parts of the repre-
sentation over the course of training. Sorted CCA coefficients (ρ(i)

t )
comparing representations between layer L at times t through training
with its representation at the final timestep T for CNNs trained on
CIFAR-10 (a), and RNNs trained on PTB (b) and WikiText-2 (c). For all
of these networks, at time t0 < T (indicated in title), the performance
converges to match final performance (see Figure App.1). However,
many ρ(i)

t are unconverged, corresponding to unnecessary parts of the
representation (noise). To distinguish between the signal and noise
portions of the representation, we apply CCA between L at timestep
tearly early in training, and L at timestep T/2 to get ρT/2. We take the 100
top converged vectors (according to ρT/2) to form S , and the 100 least
converged vectors to form B. We then compute CCA similarity between
S and L at time t > tearly, and similarly for B. S remains stable through
training (signal), while B rapidly becomes uncorrelated (d-f). Note that
the sudden spike at T/2 in the unstable representation is because it is
chosen to be the least correlated with step T/2. . . . . . . . . . . . . . 104

4.2 Projection weighted (PWCCA) vs. SVCCA vs. unweighted mean Un-
weighted mean (blue) and projection weighted mean (red) were used to
compare synthetic ground truth signal and uncommon (noise) structure,
each of fixed dimensionality. As the signal to noise ratio decreases, the
unweighted mean underestimates the shared structure, while the pro-
jection weighted mean remains largely robust. SVCCA performs better
than the unweighted mean but less well than the projection weighting. 106

4.3 Generalizing networks converge to more similar solutions than
memorizing networks. Groups of 5 networks were trained on CIFAR-
10 with either true labels (generalizing) or a fixed random permutation
of the labels (memorizing). The pairwise CCA distance was then com-
pared within each group and between generalizing and memorizing
networks (inter) for each layer, based on the training data, and the
projection weighted CCA coefficient (with thresholding to remove low
variance noise.) While both categories converged to similar solutions in
early layers, likely reflecting convergent edge detectors, etc., generaliz-
ing networks converge to significantly more similar solutions in later
layers. At the softmax, sets of both generalizing and memorizing net-
works converged to nearly identical solutions, as all networks achieved
near-zero training loss. Error bars represent mean ± std weighted mean
CCA distance across pairwise comparisons. . . . . . . . . . . . . . . . 109
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4.4 Larger networks converge to more similar solutions. Groups of 5
networks with different random initializations were trained on CIFAR-
10. Pairwise CCA distance was computed for members of each group.
Groups of larger networks converged to more similar solutions than
groups of smaller networks (a). Test accuracy was highly correlated
with degree of convergent similarity, as measured by CCA distance (b). 112

4.5 CCA reveals clusters of converged solutions across networks with
different random initializations and learning rates. 200 networks
with identical topology and varying learning rates were trained on
CIFAR-10. CCA distance between the eighth layer of each pair of net-
works was computed, revealing five distinct subgroups of networks
(a). These five subgroups align almost perfectly with the subgroups
discovered in [221] (b; colors correspond to bars in a), despite the fact
that the clusters in [221] were generated using robustness to cumulative
ablation, an entirely separate metric. . . . . . . . . . . . . . . . . . . 113

4.6 RNNs exhibit bottom-up learning dynamics. To test whether layers
converge to their final representation over the course of training with
a particular structure, we compared each layer’s representation over
the course of training to its final representation using CCA. In shal-
low RNNs trained on PTB (a), and WikiText-2 (b), we observed a clear
bottom-up convergence pattern, in which early layers converge to their
final representation before later layers. In deeper RNNs trained on
WikiText-2, we observed a similar pattern (c). Importantly, the weighted
mean reveals this effect much more accurately than the unweighted
mean, which is also supported by control experiments (Figure App.8)
(d), revealing the importance of appropriate weighting of CCA coeffi-
cients. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

5.1 Rapid learning and feature reuse paradigms. In Rapid Learning, outer
loop training leads to a parameter setting that is well-conditioned for
fast learning, and inner loop updates result in significant task special-
ization. In Feature Reuse, the outer loop leads to parameter values
corresponding to reusable features, from which the parameters do not
move significantly in the inner loop. . . . . . . . . . . . . . . . . . . . 124
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5.2 High CCA/CKA similarity between representations before and after
adaptation for all layers except the head. We compute CCA/CKA
similarity between the representation of a layer before the inner loop
adaptation and after adaptation. We observe that for all layers except the
head, the CCA/CKA similarity is almost 1, indicating perfect similarity.
This suggests that these layers do not change much during adaptation,
but mostly perform feature reuse. Note that there is a slight dip in
similarity in the higher conv layers (e.g. conv3, conv4); this is likely
because the slight representational differences in conv1, conv2 have a
compounding effect on the representations of conv3, conv4. The head
of the network must change significantly during adaptation, and this is
reflected in the much lower CCA/CKA similarity. . . . . . . . . . . . 129

5.3 Inner loop updates have little effect on learned representations from
early on in learning. Left pane: we freeze contiguous blocks of layers
(no adaptation at test time), on MiniImageNet-5way-5shot and see
almost identical performance. Right pane: representations of all layers
except the head are highly similar pre/post adaptation – i.e. features
are being reused. This is true from early (iteration 10000) in training. . 130

5.4 Schematic of MAML and ANIL algorithms. The difference between
the MAML and ANIL algorithms: in MAML (left), the inner loop (task-
specific) gradient updates are applied to all parameters θ, which are
initialized with the meta-initialization from the outer loop. In ANIL
(right), only the parameters corresponding to the network head θhead

are updated by the inner loop, during training and testing. . . . . . . . 130

5.5 MAML and ANIL learn very similarly. Loss and accuracy
curves for MAML and ANIL on MiniImageNet-5way-5shot, il-
lustrating how MAML and ANIL behave similarly through the
training process. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

6.1 Example images from the ImageNet, the retinal fundus photographs, and
the CheXpert datasets, respectively. The fundus photographs and chest
x-rays have much higher resolution than the ImageNet images, and are
classified by looking for small local variations in tissue. . . . . . . . . 144

xxvi



6.2 Pretrained weights give rise to different hidden representations than
training from random initialization for large models. We compute
CCA similarity scores between representations learned using pretrained
weights and those from random initialization. We do this for the top
two layers (or stages for Resnet, Inception) and average the scores,
plotting the results in orange. In blue is a baseline similarity score, for
representations trained from different random initializations. We see
that representations learned from random initialization are more similar
to each other than those learned from pretrained weights for larger
models, with less of a distinction for smaller models. . . . . . . . . . . 151

6.3 Per-layer CCA similarities before and after training on medical task.
For all models, we see that the lowest layers are most similar to their
initializations, and this is especially evident for Resnet50 (a large model).
We also see that feature reuse is mostly restricted to the bottom two
layers (stages for Resnet) — the only place where similarity with ini-
tialization is significantly higher for pretrained weights (grey dotted
lines shows the difference in similarity scores between pretrained and
random initialization). . . . . . . . . . . . . . . . . . . . . . . . . . . 153

6.4 Large models move less through training at lower layers: similarity
at initialization is highly correlated with similarity at convergence
for large models. We plot CCA similarity of Resnet (conv1) initialized
randomly and with pretrained weights at (i) initialization, against (ii)
CCA similarity of the converged representations (top row second from
left.) We also do this for two different random initializations (top row,
left). In both cases (even for random initialization), we see a surprising,
strong correlation between similarity at initialization and similarity
after convergence (R2 = 0.75, 0.84). This is not the case for the smaller
CBR-Small model, illustrating the overparametrization of Resnet for the
task. Higher must likely change much more for good task performance. 154

6.5 Visualization of conv1 filters shows the remains of initialization af-
ter training in Resnet, and the lack of and erasing of Gabor filters
in CBR-Small. We visualize the filters before and after training from
random initialization and pretrained weights for Resnet (top row) and
CBR-Small (bottom row). Comparing the similarity of (e) to (f) and (g)
to (h) shows the limited movement of Resnet through training, while
CBR-Small changes much more. We see that CBR does not learn Ga-
bor filters when trained from scratch (f), and also erases some of the
pretrained Gabors (compare (g) to (h).) . . . . . . . . . . . . . . . . . 156
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6.6 Using only the scaling of the pretrained weights (Mean Var Init)
helps with convergence speed. The figures compare the standard trans-
fer learning and the Mean Var initialization scheme to training from
scratch. On both the Retina data (a-b) and the CheXpert data (c) (with
Resnet50 on the Consolidation disease), we see convergence speedups. . 156

6.7 Reusing a subset of the pretrained weights (weight transfusion), fur-
ther supports only the lowest couple of layers performing meaning-
ful feature reuse. We initialize a Resnet with a contiguous subset of
the layers using pretrained weights (weight transfusion), and the rest
randomly, and train on the Retina task. On the left, we show the conver-
gene plots when transfusing up to conv1 (just one layer), up to block 1
(conv1 and all the layers in block1), etc up to full transfer. On the right,
we plot the number of train steps taken to reach 91% AUC for different
numbers of transfused weights. Consistent with findings in Section
6.3, we observe that reusing the lowest layers leads to the greatest gain
in convergence speed. Perhaps surprisingly, just reusing conv1 gives
the greatest marginal convergence speedup, even though transfusing
weights for a block means several new layers are using pretrained weights.157

6.8 Hybrid approaches to transfer learning: reusing a subset of the
weights and slimming the remainder of the network, and using syn-
thetic Gabors for conv1. For Resnet, we look at the effect of reusing
pretrained weights up to Block2, and slimming the remainder of the
network (halving the number of channels), randomly initializing those
layers, and training end to end. This matches performance and conver-
gence of full transfer learning. We also look at initializing conv1 with
synthetic Gabor filters (so no use of pretrained weights), and the rest of
the network randomly, which performs equivalently to reusing conv1
pretrained weights. This result generalizes to different architectures, e.g.
CBR-LargeW on the right. . . . . . . . . . . . . . . . . . . . . . . . . 158

7.1 Different ways of computing an uncertainty scores. An uncertainty
score h(xi) for xi can be computed by the two step process of Uncer-
tainty via Classification: training a classifier on pairs (data instance,
empirical grade distribution from y( j)

i ) (xi,pi), and then post processing
the classifier output distribution to get an uncertainty score. h(xi) can
also be learned directly on xi, i.e. Direct Uncertainty Prediction. DUP
models are trained on pairs (data instance, target uncertainty function
on empirical grade distribution), (xi,U(pi)). Theoretical and empirical
results support the greater effectiveness of Direct Uncertainty Prediction.164
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7.2 Patient cases have features resulting in higher doctor disagreement.
The two rows give example datapoints in our dataset. The patient im-
ages xi, x j are in the left column, and on the right we have the empirical
probability distribution (histogram) of the multiple individual doctor
DR grades. For the top image, all doctors agreed that the grade should
be 1, while there was a significant spread for the bottom image. When
later performing an adjudication process (Section 7.5), where doctors
discuss their initial diagnoses with each other and come to a consensus,
both patient cases were given an adjudicated DR grade of 1. . . . . . . . 166

7.3 Labels for the adjudicated dataset A. The small, gold standard adjudi-
cated dataset A has a very different label structure to the main dataset
T . Each image has many individual doctor grades (typically more than
10 grades). These doctors also tend to be specialists, with higher rates
of agreement. Additionally, each image has a single adjudicated grade,
where three doctors first grade the image individually, and then come
together to discuss the diagnosis and finally give a single, consensus
diagnosis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

8.1 Example fundus photographs. Fundus photographs are images of the
back of the eye, which can be used by an opthalmologist to diagnose
patients with different kinds of eye diseases. One common such eye
disease is Diabetic Retinopathy, where high blood sugar levels cause
damage to blood vessels in the eye. . . . . . . . . . . . . . . . . . . . 196

8.2 Diagram of Algorithm for Diagnosing Diabetic Retinopathy (DR).
The algorithm takes as input a fundus photograph, which, with doc-
tor grades as targets, is used to train a convolutional neural network
to perform 5 class classification of DR. For evaluation on an image i
the output values of the convolutional neural network on grades ≥ 3,
o3, o4, o5, are summed to give m(xi), the total output mass on a refer-
able diagnosis. m(xi) is then thresholded with qR – the threshold for a
referable diagnosis. This binary decision is output by the algorithm. . . 198
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8.3 Histogram plot of Pr [Hi] − Pr [Mi] for instances i in the adjudicated
evaluation dataset. We show a histogram of probability of human
doctor error minus probability of model error over the examples in the
adjudicated dataset. The orange bars correspond to examples where
the human expert has a lower probability of error than the algorithm,
the red where the probability of error is approximately equal, and the
blue where the algorithm’s probability of error is lower than the human
expert’s. The left pane is a log plot, and the right is standard scaling
(pictured without the red bar.) While the algorithm clearly has lower
error probability than the human in more cases, there is a nontrivial
mass ( 5%) where the human experts have lower error probability than
the model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202

8.4 Combing algorithmic and human effort by triaging outperforms full
automation and the equal coverage human baseline. Left column:
triage by the difference between the predicted values of Pr [Hi] and
Pr [Mi]. Right column: triage by ground truth Pr [Hi]−Pr [Mi] We order
the images by their triage scores (predicted Pr [Hi] − Pr [Mi] for the left
column and ground truth Pr [Hi] − Pr [Mi] on the right), and automate
an α fraction of them. The remaining (1 − α)N images have the human
doctor budget (N, 2N, 3N grades) allocated amongst them, according
to the equal coverage protocol. This is described in further detail in
Appendix Section F.3. The black dotted line is the performance of full
automation, and the coloured dotted lines the performance of equal
coverage for the different total number of doctor grades available. We
see that triaging and combining algorithmic and human effort performs
better than all of these baselines. Triaging by ground truth (right col-
umn) gives significant gains, and suggests that better triage prediction
is a crucial problem that merits further study. In Appendix Section F.4,
we also include results when the remaining (1 − α)N cases have the
algorithm grade available, along with the reallocated human effort. The
qualitative conclusions are identical. . . . . . . . . . . . . . . . . . . . 206

8.5 Even triaging by algorithm uncertainty leads to gains over pure algo-
rithmic and pure human performance. Instead of the separate error
prediction algorithms, we triage by the simple algorithm uncertainty:
m(x)(1−m(x)), which acts as a proxy for algorithm error probability (and
no explicit modelling of human error probability.) The same qualita-
tive conclusions hold with this simple triage score also (purple line),
although larger gains are achieved with the separate error prediction
algorithms (blue line). These results are for N doctor grades, the same
conclusions hold for 2N, 3N grades. . . . . . . . . . . . . . . . . . . . 208
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8.6 Triage identifies large subsets of the data with zero error. We plot
the average cumulative error Merr(αN)

N , where Merr(αN) is the number of
errors made by the algorithm on the first α fraction of the N images
when triaged. We observe that triaging even by the simple uncertainty
measure, m(xi)(1 − m(xi)) (left plot), can identify a 35% fraction of data
where the algorithm makes zero errors. Using the separate error predic-
tion model from Section 8.3.2, we can improve on this, identifying 44%
of the data where the algorithm has zero errors. The plot is averaged
over three repetitions (so each repeat identified at least 35%, 44% of the
data respectively.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210

App.1This figure shows the ability of CCA to deal with orthogonal and scaling
transforms. In the first pane, the maroon plot shows one of the highest
activation neurons in the penultimate layer of a network trained on
CIFAR-10, with the x-axis being (ordered) image ids and the y-axis being
activation on that image. The green plots show two resulting distorted
directions after this and two of the other top activation neurons are
permuted, rotated and scaled. Pane two shows the result of applying
CCA to the distorted directions and the original signal, which succeeds
in recovering the original signal. . . . . . . . . . . . . . . . . . . . . 219

App.2This figure visualizes the covariance matrix of one of the channels
of a resnet trained on Imagenet. Black correspond to large values
and white to small values. (a) we compute the covariance without
a translation invariant dataset and without first preprocessing
the images by DFT. We see that the covariance matrix is dense.
(b) We compute the covariance after applying DFT, but without
augmenting the dataset with translations. Even without enforcing
translation invariance, we see that the covariance in the DFT basis
is approximately diagonal. (c) Same as (a), but the dataset is
augmented to be fully translation invariant. The covariance in
the pixel basis is still dense. (d) Same as (c), but with dataset
augmented to be translation invariant. The covariance matrix is
exactly diagonal for a translation invariant dataset in a DFT basis. 220

App.3Learning dynamics per layer plots for conv (left pane) and res (right
pane) nets trained on CIFAR-10. Each line plots the SVCCA similarity
of each layer with its final representation, as a function of training step,
for both the conv (left pane) and res (right pane) nets. Note the bottom
up convergence of different layers . . . . . . . . . . . . . . . . . . . 227
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App.4Comparing the converged representations of two different ini-
tializations of the same convolutional architecture. The results
support findings in [183], where initial and final layers are found
to be similar, with middle layers differing in representation simi-
larity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228

App.5Using SVCCA to perform model compression on the fully connected
layers in a CIFAR-10 convnet. The two gray lines indicate the original
train (top) and test (bottom) accuracy. The two sets of representations for
SVCCA are obtained through 1) two different initialization and training
of convnets on CIFAR-10 2) the layer activations and the activations of
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pool1, fc1, bn3, fc2 and bn4 all being compressed to 0.35 of their original
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App.1Performance convergence for CIFAR-10 CNNs, and PTB and
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distance (b, e), and CCA (c, f). Due to its rotation invariance, CCA
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linear/non-linear case (d-f; ht+1 = Wrotht + α · σ(Wrandht) + b, where Wrot
is a random rotation matrix, Wrand ∼ N(0, I)), while both cosine and
Euclidean distance largely fail. Error bars represent mean ± std. . . . . 232

App.3Hidden states are nonlinearly variable over sequence timesteps. Us-
ing CCA (left), cosine distance (middle), and Euclidean distance (right),
we measured the distance between representations at sequence timestep
t and the final sequence timestep T . Interestingly, even CCA failed to
find similarity until late in the sequence, suggesting that the hidden
state varies nonlinearly in the presence of unique inputs. . . . . . . . . 233
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App.4Hidden states vary linearly in the presence of repeated inputs. To test
whether the nonlinearity in the hidden state over sequence timesteps
was due to input variability or recurrent dynamics, we measured the
CCA distance (left), cosine distance (middle), and Euclidean distance
(right) between sequence timestep t and the final sequence timestep T
in the presence of repeating inputs. Interestingly, we found that when
the repetition started after only a small set of unique inputs have been
presented (light blue lines), CCA was able to recognize that the hidden
states at each sequence timestep were highly similar. However, after
many unique inputs had been delivered, the CCA distance markedly
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App.5Cosine and Euclidean distance do not reveal the difference in
converged solutions between groups of generalizing and mem-
orizing networks. Groups of 5 networks were trained on CIFAR-
10 with either true labels (generalizing) or random labels (memo-
rizing). The pairwise cosine (left) and eucldean (right) distance
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networks, and between generalizing and memorizing networks
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App.7Relationship between network size and similarity of con-
verged solutions is not present at initialization. Activations
at initialization (random weights) and after training (learned
weights) were extracted from groups of 5 networks with different
random initializations from CIFAR-10 data. Each group contained
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App.10On test data, generalizing networks converge to similar solu-
tions at the softmax, but memorizing networks do not. Groups
of 5 networks were trained on CIFAR-10 with either true labels
(generalizing) or random labels (memorizing). The pairwise CCA
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App.4Inner loop updates have little effect on learned representations from
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CHAPTER 1

INTRODUCTION

The past several years have witnessed incredible breakthroughs in many core

problems in machine learning, ranging from speech recognition [98, 233], to

complex tasks in computer vision [168, 116, 335], to central questions in natural

language, such as machine translation, question answering and dialogue [256,

239, 325, 270]. These breakthroughs have been largely driven by advances in deep

learning, with the underlying deep neural network models seeing significant

development in competition benchmarks [58, 256, 331].

Instigated by this progress, over just the past few years, there has been sub-

stantial interest in applying advances in areas such as computer vision and

natural language to specialized, often high-stakes domains such as medicine and

healthcare. Importantly, these applications consist of both research studies as

well as full deployment [316, 101, 255, 359, 10, 174].

However, to gain the full potential of these machine learning systems, and

utilise them in a safe, reliable and sustainable fashion, it is important to have

well designed models and algorithms, which are tailored to the requirements

of these specialized, high-stakes domains. Unfortunately, with the increase

in capabilities of these systems and the tasks they can address, also comes an

increase in the complexity of designing the system. Indeed, designing a new

machine learning system requires consists of making numerous specific choices

on the type of neural network model [168, 325, 117, 116], ways to preprocess,

curate and augment the data [372, 54, 363, 61], the type of optimization method

and regularization to apply [137, 154, 87] and the learning algorithm and related
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hyperparameters [130, 367, 368].

The opacity in knowing which set of choices will lead to a robust, reliable

model poses significant challenges for potential (deployed) use-cases. For exam-

ple, a recent study [346] on a device using a deep learning model for hip fracture

detection found that the presence of surgical skin markings on the patient (evi-

dence of prior treatment for skin cancer), had a catastrophic effect on the device,

with an enormous false positive rate. Another recent paper [15] performed a

validation study on a deep neural network trained to perform hip fracture detec-

tion. When presented with a new validation dataset (from a different hospital),

the model failed to generalize. While the cause of this was at first unknown, a

careful analysis of the internal representations of the system revealed that the

choice of model and training process was leading it to overfit to confounding

attributes in the training data, causing a failure in generalization. Needless to

say, such failures cannot be afforded in these critical applications and it is vital to

develop techniques that enable their preemptive identification and resolution.

These failures also have direct ramifications for another important considera-

tion in deploying and using these systems — the ability to work effectively with

human experts. In specialized applications such as medicine, vital functions such

as navigating patient preferences, complex surgical interventions and palliative

care are performed by human experts. Such functions are not automatable, and

hence any deployed AI system must effectively support the human experts in

these roles.

These considerations lead us to the main research results presented in this

thesis. Having surveyed many of the key neural network models, tasks, al-
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gorithms and end-to-end design process in Chapter 2, we begin in Part II by

developing quantitative techniques that can give us insights into the internals

of these complex machine learning systems, and reveal important properties in

central components of the design process. These results have been published in

[253, 220], with many followup results from the community [95, 278, 164, 169, 25].

In Part III we then use these techniques and insights to inform the design of

new algorithms for efficiently learning and training these systems, with the cor-

responding papers being [254, 250]. Finally, in Part IV, we examine how fully

trained AI systems can effectively collaborate with human experts [252, 251].

More specifically, we described earlier the numerous intricate choices in

designing a robust machine learning system, and the challenges presented by the

opacity of the process. In practice, to identify good design choices for the end to

end system, numerous such design choices are tried out [51, 308, 382], resulting

in a population of deep learning systems, which are monitored through accuracy

and loss metrics, typically all the way through the training process. However,

these accuracy and loss metrics primarily give us insights on only the output (top

layer) of the underlying neural network model, not the hidden representations,

which contain the bulk of the parameters and learning. In Part II, we address

this challenge by proposing an algorithm that can quantitatively analyze these

hidden representations. We use this algorithm to study many central components

of the design process, from understanding how hidden representations converge

through training, to model compression to properties of systems that generalize

well, and differences across varying types of neural network architectures.

Using these algorithms and informed by these insights, in Part III, we turn to

studying methods to train machine learning systems in a data efficient fashion.
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In many specialized applications, access to enough training data can be a signifi-

cant bottleneck, as it requires human experts such as doctors to help with data

curation and labelling. We study two directions which can significantly help

data efficiency — few-shot learning and transfer learning. In few-shot learning,

the goal is to be able to learn many tasks, but with very limited data for each task.

Using the techniques introduced in Part II, we propose a new algorithm that

unifies and significantly simplifies existing approaches, and can be much more

easily scaled for use with e.g. large scale medical data. We then turn to studying

transfer learning applied to medical imaging, investigating the effectiveness of

standard neural network architectures for this new data type, as well as local-

izing feature reuse and even identifying feature independent effects of transfer

learning. These results inform new, hybrid approaches to transfer learning that

better enable design to suit needs of the domain.

Finally, in Part IV, we take fully trained AI systems in these specialized

domains (particularly medicine) and look into how these systems can work ef-

fectively with human experts. One concrete question to study is how to combine

human expert effort in (say) diagnosing conditions with automated outputs from

machine learning systems. A successful combination relies on a new prediction

problem — training the machine learning system to successfully detect human

error, or in the medical setting, doctor disagreements. Having designed a system

that can do this, we then use these predictions to guide the combination of human

expert knowledge and AI system predictions, with the hybrid outperforming

either of the entities used in isolation. This raises important points on novel ways

to evaluate our AI system when designing for deployment.

We conclude the thesis by summarizing the challenges, the presented results,
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and discussing many rich open directions for future exploration in Part V.
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CHAPTER 2

BACKGROUND ON DEEP LEARNING

We begin by first surveying key deep learning models, algorithms and tasks to

put both central challenges and the research results aimed at mitigating them

into broader context. In particular, this survey chapter is structured as follows:

• We overview highly diverse set of deep learning concepts, from deep neural

network models for varied data modalities (CNNs for visual data, graph

neural networks, RNNs and Transformers for sequential data) to the many

different key tasks (image segmentation, super-resolution, sequence to

sequence mappings and many others) to the multiple ways of training deep

learning systems.

• But the explanation of these techniques is relatively high level and concise,

to ensure the core ideas are accessible to a broad audience, and so that the

entire survey can be read end to end easily.

• Keeping in mind the goal of specialized applications of these techniques

in domains such as medicine, we highlight advances in (i) techniques for

interpretability and representation analysis, for going beyond predictive

accuracy and gaining insight into the design of the system and (ii) efficient

learning methods, focusing on using deep learning with less data (self-

supervision, semi-supervised learning, and others) .These are two exciting

and rapidly developing research areas.

• The survey also focuses on helping quickly ramp up implementation, and

in addition to overviews of the entire deep learning design process and a

section on implementation tips (Section 2.9), the survey has a plethora of
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open-sourced code, research summaries and tutorial references developed

by the community throughout the text, including a full section (Section 2.3)

dedicated to this.

2.1 Chapter Outline

The subsequent sections of this chapter are structured as follows

• Section 2.2 starts with some high level considerations for using deep learn-

ing. Specifically, we first discuss some template ways in which deep learn-

ing might be applied in scientific domains, followed by a general overview

of the entire deep learning design process, and conclude with a brief dis-

cussion of other central machine learning techniques that may be better

suited to some problems. The first part may be of particular interest to

those considering scientific applications, while the latter two parts may be

of general interest.

• Section 2.3 provides references to tutorials, open-sourced code

model/algorithm implementations, and websites with research paper sum-

maries, all developed by the deep learning community. This section should

be very helpful for many readers and we encourage skimming through the

links provided.

• Section 2.4 then overviews many of the standard tasks and models in deep

learning, covering convolutional networks and their many uses, graph

neural networks, sequence models (RNNs, Transformers) and the many

associated sequence tasks.
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• Section 2.5 looks at some key variants of the supervised learning training

process, such as transfer learning, domain adaptation and multitask learn-

ing. These are central to many successful applications of deep learning.

• Section 2.6 overviews advances in interpretability and representational

analysis, a set of techniques focused on gaining insights into the internals

of the end-to-end system: identifying important features in the data, under-

standing its effect on model outputs and discovering properties of model

hidden representations. These are very important for many scientific prob-

lems which emphasise understanding over predictive accuracy, and may

be of broader interest for e.g. aiding model debugging and preemptively

identifying failure modes.

• Section 2.7 considers ways to improve the data efficiency for developing

deep neural network models, which has been a rapidly evolving area

of research, and a core consideration for many applications, including

scientific domains. It covers the many variants of self-supervision and

semi-supervised learning, as well as data augmentation and data denoising.

• Section 2.8 provides a brief overview of more advanced deep learning

methods, specifically generative modelling and reinforcement learning.

• Section 2.9 concludes with some key implementation tips when putting

together an end-to-end deep learning system, which we encourage a quick

read through!
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2.2 High Level Considerations for Deep Learning

In this section we first discuss some high level considerations for deep learning

techniques. We start with overviews of template ways in which deep learning

might be applied in scientific settings, followed by a discussion of the end-to-end

design process and some brief highlights of alternate machine learning methods

which may be more suited to some problems.

2.2.1 Templates for Deep Learning in Scientific Settings

What are the general ways in which we might apply deep learning techniques in

scientific settings? At a very high level, we can offer a few templates of ways in

which deep learning might be used in such problems:

(1) Prediction Problems Arguably the most straightforward way to apply deep

learning is to use it to tackle important prediction problems: mapping inputs

to predicted outputs. This predictive use case of deep learning is typically

how it is also used in core problems in computing and machine learning.

For example, the input might be a biopsy image, and the model must

output a prediction of whether the imaged tissue shows signs of cancer.

We can also think of this predictive use case as getting the model to learn a

target function, in our example, mapping from input visual features to the

cancer/no cancer output. Using deep learning in this way also encapsulates

settings where the target function is very complex, with no mathematical

closed form or logical set of rules that describe how to go from input to
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output. For instance, we might use a deep learning model to (black-box)

simulate a complex process (e.g. climate modelling), that is very challenging

to explicitly model [145].

(2) From Predictions to Understanding One fundamental difference between

scientific questions and core machine learning problems is the emphasis

in the former on understanding the underlying mechanisms. Oftentimes,

outputting an accurate prediction alone is not enough. Instead, we want

to gain interpretable insights into what properties of the data or the data

generative process led to the observed prediction or outcome. To gain these

kinds of insights, we can turn to interpretability and representation analysis

methods in deep learning, which focus on determining how the neural

network model makes a specific prediction. There has been significant work

on both tools to understand what features of the input are most critical to

the output prediction, as well as techniques to directly analyze the hidden

representations of the neural network models, which can reveal important

properties of the underlying data.

(3) Complex Transformations of Input Data In many scientific domains, the

amount of generated data, particularly visual data (e.g. fluorescence mi-

croscopy, spatial sequencing, specimen videos [244, 141]) has grown dra-

matically, and there is an urgent need for efficient analysis and automated

processing. Deep learning techniques, which are capable of many com-

plex transformations of data, can be highly effective for such settings, for

example, using a deep neural network based segmentation model to auto-

matically identify the nuclei in images of cells, or a pose estimation system

to rapidly label behaviors seen in videos of mice for neuroscience analysis.
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Figure 2.1: Schematic of a typical deep learning workflow. A typical development
process for deep learning applications can be viewed as consisting of three sequential
stages (i) data related steps (ii) the learning component (iii) validation and analysis.
Each one of these stages has several substeps and techniques associated with it, also
depicted in the figure. In the survey we will overview most techniques in the learning
component, as well as some techniques in the data and validation stages. Note that while
a natural sequence is to first complete steps in the data stage, followed by learning and
then validation, standard development will likely result in multiple different iterations
where the techniques used or choices made in one stage are revisited based off of results
of a later stage.

2.2.2 Deep Learning Workflow

With these examples of templates for deep learning applications in science, we

next look at the end to end workflow for designing a deep learning system.

Figure 2.1 illustrates what a typical workflow might look like.

Having selected the overarching (predictive) problem of interest, we can

broadly think of having three stages for designing and using the deep learning

system: (i) data related steps, such as collection, labelling, preprocessing, visu-

alization, etc (ii) learning focused steps, such as choice of deep neural network

model, the task and method used to train the model (iii) validation and analysis

steps, where performance evaluations are conducted on held out data, as well as

analysis and interpretation of hidden representations and ablation studies of the

12



overall methods.

These three stages are naturally sequential. However, almost all of the time,

the first attempt at building an end-to-end deep learning system will result in

some kind of failure mode. To address these, it is important to keep in mind

the iterative nature of the design process, with results from the different stages

informing the redesign and rerunning of other stages.

Figure 2.1 provides some examples of common iterations with the backward

connecting arrows: (i) the Iterate (1) arrow, corresponding to iterations on the data

collection process, e.g. having performed some data visualization, the labelling

process for the raw instances might require adjusting — the first labelling mech-

anism might be too noisy, or not capture the objective of interest (ii) the Iterate

(2) arrow, corresponding to iterations on the learning setup, due to e.g. deciding

that a different task or method might be more appropriate, or decomposing the

learning process into multiple steps — first performing self-supervision followed

by supervised learning (iii) the Iterate (3) arrow, changing the data related steps

based off of the results of the learning step (iv) the Iterate (4) arrow, redesigning

the learning process informed by the validation results e.g. finding out the model

has overfit on the training data at validation and hence reducing training time or

using a simpler model (v) the Iterate (5) arrow, adapting the data steps based off

the validation/analysis results, e.g. finding that the model is relying on spurious

attributes of the data, and improving data collection/curation to mitigate this.

Focus of Survey and Nomenclature In this survey, we provide a comprehen-

sive overview of many of the techniques in the learning stage, along with some

techniques (e.g. data augmentation, interpretability and representation analysis,
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Section 2.6) in the data and validation stages.

For the learning stage, we look at popular models, tasks and methods. By

models (also sometimes referred to as architecture), we mean the actual structure

of the deep neural network — how many layers, of what type, and how many

neurons, etc. By tasks, we mean the kind of prediction problem, specifically, the

type of input and output. For example, in an image classification task, the input

consists of images and the output a probability distribution over a (discrete)

set of different categories (called classes). By methods, we refer to the type of

learning process used to train the system. For example, supervised learning is a

very general learning process, consisting of the neural network being given data

instances with corresponding labels, with the labels providing supervision.

Unlike different models and tasks, methods can be subsets of other methods.

For example, self-supervision, a method where the neural network is trained on

data instances and labels, but the labels automatically created from the data

instance, can also be considered a type of supervised learning. This can be a little

confusing! But it suffices to keep in mind the general notions of models, tasks and

methods.

2.2.3 Deep Learning or Not?

As a final note before diving into the different deep learning techniques, when

formulating a problem, it is important to consider whether deep learning pro-

vides the right set of tools to solve it. The powerful underlying neural network

models offer many sophisticated functionalities, such learned complex image
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transforms. However, in many settings, deep learning may not be the best tech-

nique to start with or best suited to the problem. Below we very briefly overview

some of the most ubiquitous machine learning methods, particularly in scientific

contexts.

Dimensionality Reduction and Clustering In scientific settings, the ultimate

goal of data analysis is often understanding — identifying the underlying mecha-

nisms that give rise to patterns in the data. When this is the goal, dimensionality

reduction, and/or clustering are simple (unsupervised) but highly effective meth-

ods to reveal hidden properties in the data. They are often very useful in the

important first step of exploring and visualizing the data (even if more complex

methods are applied later.)

Dimensionality Reduction: Dimensionality reduction methods are either linear,

relying on a linear transformation to reduce data dimensionality, or non-linear,

reducing dimensionality while approximately preserving the non-linear (man-

ifold) structure of the data. Popular linear dimensionality reduction methods

include PCA and non-negative matrix factorization, with some popular non-linear

methods including t-SNE [199] and UMAP [209]. Most dimensionality reduction

methods have high-quality implementations in packages like scikit-learn or

on github, e.g. https://github.com/oreillymedia/t-SNE-tutorial or

https://github.com/lmcinnes/umap.

Clustering: Often used in combination with dimensionality reduction, clus-

tering methods provide a powerful, unsupervised way to identify similarities

and differences across the data population. Commonly used clustering methods

include k-means (particularly the k-means++ variant), Gaussian Mixture Models
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(GMMs), hierarchical clustering and spectral clustering. Like dimensionality re-

duction techniques, these clustering methods have robust implementations in

packages like scikit-learn.

In Section 2.6.2, we discuss how dimensionality reduction and clustering can

be used on the hidden representations of neural networks.

Linear Regression, Logistic Regression (and variants!) Arguably the most

fundamental techniques for supervised problems like classification and regression,

linear and logistic regression, and their variants (e.g. Lasso, Ridge Regression)

may be particularly useful when there is limited data, and a clear set of (possibly

preprocessed) features (such as in tabular data.) These methods also often

provide a good way to sanity check the overarching problem formulation, and

may be a good starting point to test out a very simple version of the full problem.

Due to their simplicity, linear and logistic regression are highly interpretable,

and provide straightforward ways to perform feature attribution.

Decision Trees, Random Forests and Gradient Boosting Another popular

class of methods are decision trees, random forests and gradient boosting. These

methods can also work with regression/classification tasks, and are well suited

to model non-linear relations between the input features and output predic-

tions. Random forests, which ensemble decision trees, can often be preferred

to deep learning methods in settings where the data has a low signal-to-noise

ratio. These methods can typically be less interpretable than linear/logistic

regression, but recent work [226] has looked at developing software libraries

https://github.com/interpretml/interpret to address this challenge.
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Other Methods and Resources: Both the aforementioned techniques and

many other popular methods such as graphical models, Gaussian processes,

Bayesian optimization are overviewed in detail in excellent course notes such

as University of Toronto‘s Machine Learning Course or Stanford‘s CS229,

detailed articles at https://towardsdatascience.com/ and even inter-

active textbooks such as https://d2l.ai/index.html (called Dive into

Deep Learning [369]) and https://github.com/rasbt/python-machine-

learning-book-2nd-edition.

2.3 Deep Learning Libraries and Resources

A remarkable aspect of advances in deep learning so far is the enormous number

of resources developed and shared by the community. These range from tutorials,

to overviews of research papers, to open sourced code. Throughout this survey,

we will reference some of these materials in the topic specific sections, but we

first list here a few general very useful frameworks and resources.

Software Libraries for Deep Learning: Arguably the two most popular code

libraries for deep learning are PyTorch (with a high level API called Lightning)

and TensorFlow (which also offers Keras as a high level API.) Developing and

training deep neural network models critically relies on fast, parallelized ma-

trix and tensor operations (sped up through the use of Graphical Processing

Units) and performing automatic differentiation for computing gradients and

optimization (known as autodiff.) Both PyTorch and TensorFlow offer these core

utilities, as well as many other functions. Other frameworks include Chainer,
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ONNX, MXNET and JAX. Choosing the best framework has been the source of

significant debate. For ramping up quickly, programming experiences closest to

native Python, and being able to use many existing code repositories, PyTorch

(or TensorFlow with the Keras API) may be two of the best choices.

Tutorials: (i) https://course.fast.ai/ fast.ai provides a free, coding-first

course on the most important deep learning techniques as well as an intu-

itive and easy to use code library, https://github.com/fastai/fastai, for

model design and development. (ii) https://towardsdatascience.com/

contains some fantastic tutorials on almost every deep learning topic imag-

inable, crowd sourced from many contributors. (iii) Many graduate deep

learning courses have excellent videos and lecture notes available online, such

as http://www.cs.toronto.edu/~rgrosse/courses/csc421_2019/ for

Deep Learning and Neural Networks, or the more topic specific Stanford‘s

CS224N NLP with Deep Learning. A nice collection of some of these topic

specific lectures is provided at https://github.com/Machine-Learning-

Tokyo/AI_Curriculum. There are also some basic interactive deep learn-

ing courses online, such as https://github.com/leriomaggio/deep-

learning-keras-tensorflow.

Research Overviews, Code, Discussion: (i) https://paperswithcode.com/

This excellent site keeps track of new research papers and their correspond-

ing opensourced code, trending directions and displays state of the art results

(https://paperswithcode.com/sota) across many standard benchmarks.

(ii) Discussion of deep learning research is very active on Twitter. http://

www.arxiv-sanity.com/top keeps track of some of the top most discussed pa-
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pers and comments. (iii) https://www.reddit.com/r/MachineLearning/

is also a good forum for research and general project discussion. (iv) https:

//www.paperdigest.org/conference-paper-digest/ contains snippets

of all the papers in many different top machine learning conferences. (v)

IPAM (Institute for Pure and Applied Mathematics) has a few programs

e.g. https://www.ipam.ucla.edu/programs/workshops/new-deep-

learning-techniques/?tab=schedule and https://www.ipam.ucla.edu/

programs/workshops/deep-learning-and-medical-applications/?tab=

schedule with videos overviewing deep learning applications in science.

Models, Training Code and Pretrained Models: As we discuss later in the

survey, publicly available models, training code and pretrained models are very

useful for techniques such as transfer learning. There are many good sources of

these, here are a few that are especially comprehensive and/or accessible:

(i) Pytorch and TensorFlow have a collection of pretrained models,

found at https://github.com/tensorflow/models and https://

pytorch.org/docs/stable/torchvision/models.html.

(ii) https://github.com/huggingface Hugging Face (yes, that really is

the name), offers a huge collection of both pretrained neural networks and

the code used to train them. Particularly impressive is their library of Trans-

former models, a one-stop-shop for sequential or language applications.

(iii) https://github.com/rasbt/deeplearning-models offers many

standard neural network architectures, including multilayer perceptrons,

convolutional neural networks, GANs and Recurrent Neural Networks.
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(iv) https://github.com/hysts/pytorch_image_classification does

a deep dive into image classification architectures, with training code,

highly popular data augmentation techniques such as cutout, and careful

speed and accuracy benchmarking. See their page for some object detection

architectures also.

(v) https://github.com/openai/baselines provides implementations

of many popular RL algorithms.

(vi) https://modelzoo.co/ is a little like paperswithcode, but for models,

linking to implementations of neural network architectures for many dif-

ferent standard problems.

(vii) https://github.com/rusty1s/pytorch_geometric. Implementa-

tions and paper links for many graph neural network architectures.

Data Collection, Curation and Labelling Resources: A crucial step in ap-

plying deep learning to a problem is collecting, curating and labelling

data. This is a very important, time-intensive and often highly intricate

task (e.g. labelling object boundaries in an image for segmentation.) Luck-

ily, there are some resources and libraries to help with this, for exam-

ple https://github.com/tzutalin/labelImg, https://github.com/

wkentaro/labelme, https://rectlabel.com/ for images and https://

github.com/doccano/doccano for text/sequential data.

Visualization, Analysis and Compute Resources: When training deep neu-

ral network models, it is critical to visualize important metrics such as

loss and accuracy while the model is training. Tensorboard https://
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www.tensorflow.org/tensorboard (which works with Pytorch and Ten-

sorFlow) is a very popular framework for doing this. Related is the colab ef-

fort https://colab.research.google.com/notebooks/welcome.ipynb,

which, aside from providing a user-friendly, interactive way for model develop-

ment and analysis (very similar to jupyter notebooks) also provides some (free!)

compute resources.

2.4 Standard Neural Network Models and Tasks

In this section, we overview the standard neural network models and the kinds of

tasks they can be used for, from convolutional networks for image predictions

and transformations to transformer models for sequential data to graph neural

networks for chemistry applications.

2.4.1 Supervised Learning

Before diving into the details of the different deep neural network models, it is

useful to briefly discuss supervised learning, the most standard method to train

these models. In the supervised learning framework, we are given data instances

and an associated label for each data instance, i.e. (data instance, label) pairs.

For example, the data instances might comprise of chest x-ray images, and the

labels (one for each chest x-ray image) a binary yes/no to whether it shows the

symptoms of pneumonia. Training the neural network model then consists of

finding values for its parameters so that when it is fed in a data instance (chest x-
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Figure 2.2: The Supervised Learning process for training neural networks. The figure
illustrates the supervised learning process for neural networks. Data instances (in this
case images) and corresponding labels are collected. During the training step, the
parameters of the neural network are optimized so that when input a data instance,
the neural network outputs the corresponding label. During evaluation, the neural
network is given unseen data instances as input, and if trained successfully, will output
a meaningful label (prediction).

ray) as input, it correctly outputs the corresponding label (yes/no on whether the

chest x-ray has pneumonia.) To find these parameter values, we perform iterative

optimization to guide the neural network parameters to appropriate values, using

the given labels to provide supervision. Figure 2.2 shows a schematic of the

supervised learning setup for deep learning.

Supervised learning is the most basic yet most critical method for training

deep neural networks. As will be seen through the subsequent sections, there can

be significant diversity in the kinds of (data, label) pairs used. Even in settings

where clear (data, label) pairs are not possible to collect (Sections 2.7, 2.7.2), the

training problem is often reformulated and recast into a supervised learning

framework.

22



2.4.2 Multilayer Perceptrons

The first and most basic kind of deep neural network is the multilayer perceptron.

These models consist of a stack of fully connected layers (matrix multiplications)

interleaved with a nonlinear transform.

Despite their simplicity, they are useful for problems where the data might

consist of a set of distinct, (possibly categorical) features, for example, tab-

ular data. These models have more expressive power than logistic/linear

regression, though those methods would be a good first step to try. One

way to apply these models might be to first preprocess the data to com-

pute the distinct set of features likely to be important, and use this as input.

https://github.com/rasbt/deeplearning-models provides some im-

plementations of some example multilayer perceptron architectures.

Scientific Examples One recent scientific example is given by the use of simple

MLPs for pharamaceutical formulation [357], developing variants of a drug that

is stable and safe for patient use.

2.4.3 Convolutional Neural Networks

These are arguably the most well known family of neural networks, and are

very useful in working with any kind of image data. They are characterized by

having convolutional layers, which allow the neural network to reuse parameters

across different spatial locations of an image. This is a highly useful inductive
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bias for image data, and helping with efficiently learning good features, some,

like Gabor filters, which correspond to traditional computer vision techniques.

Convolutional neural networks (CNNs) have so many possible uses that we

overview some of the most ubiquitous tasks separately below.

Image Classification

This is arguably the simplest and most well known application of convolutional

neural networks. The model is given an input image, and wants to output a class

— one of a (typically) mutually exclusive set of labels for that image. The earlier

example, of mapping a chest x-ray image to a binary disease label, is precisely

image classification.

Convolutional neural networks for image classification is an extremely com-

mon application of deep learning. There many different types of CNN models for

classification: VGG — a simple stack of convolutional layers followed by a fully

connected layer [292], ResNets — which are a family of convolutional networks

of different sizes and depths and skip connections [117], DenseNets — another

family of models where unlike standard neural networks, every layer in a "block"

is connected to every other layer [135]. More recent, complex models include

ResNeXt [354] and recently EfficientNets, which have separate scaling factors

for network depth, width and the spatial resolution of the input image [308].

Tutorials, implementations and pretrained versions of many of these models can

be found in the references given in Section 2.3.
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Figure 2.3: Differences between Image Classification, Object Detection, Semantic
Segmentation and Instance Segmentation tasks. Image source [2] The figure illustrates
the differences between classification, object detection, semantic segmentation and
instance segmentation. In classification, the whole image gets a single label (balloons),
while in object detection, each balloon is also localized with a bounding box. In semantic
segmentation, all the pixels corresponding to balloon are identified, while in instance
segmentation, each individual balloon is identified separately.

Scientific Examples: Image classification has found many varied scientific

applications, such as in analyzing cryoEM data [312] (with associated code

https://github.com/cramerlab/boxnet). An especially large body of

work has looked at medical imaging uses of image classification, specifically,

using CNNs to predict disease labels. Examples range from ophthalmology

[101], radiology (2D x-rays and 3D CT scans) [359, 10, 255], pathology [193, 73],

analyzing brain scans (PET, fMRI) [279, 62]. An excellent survey of the numerous

papers in this area is given by [316].
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Object Detection

Image classification can be thought of as a global summary of the image. Object

detection dives into some of the lower level details of the image, and looks at

identifying and localizing different objects in the image. For example, given

an input image of an outdoor scene having a dog, a person and a tree, object

detection would look at both identifying the presence of the dog, person and tree

and ‘circle their location’ in the image — specifically, put a bounding box around

each of them. The supervised learning task is thus to take an input image and

output the coordinates of these bounding boxes, as well as categorizing the kind

of object they contain.

Like image classification, there are many high performing and well estab-

lished convolutional architectures for object detection. Because of the intricacy

of the output task, these models tend to be more complex with a backbone compo-

nent (using an image classification model) and a region proposal component for

bounding box proposals. But there are still many pretrained models available

to download. One of the most successful early models was Faster R-CNN [264],

which significantly sped up the slow bounding box proposal component. Since

then there have been many improved models, including YOLOv3 [262], and

most recently EfficientDets [309]. Arguably the most popular recent architecture

however has been Mask R-CNN and its variants [116, 348]. Mask R-CNN per-

forms some segmentation as well as object detection (see below). Besides some

of the resources mentioned in Section 2.3, a good source of code and models is

https://github.com/rbgirshick, one of the key authors in a long line of

these object detection models. (Note though that there are many other popular

implementations, such as https://github.com/matterport/Mask_RCNN.)

26

https://github.com/rbgirshick
https://github.com/matterport/Mask_RCNN


This in depth article towardsdatascience object detection Faster R-CNN offers

a detailed tutorial on downloading, setting up and training an object detec-

tion model, including helpful pointers to data collection and annotation (the

latter using https://rectlabel.com/.) Most recently the Detectron2 sys-

tem https://github.com/facebookresearch/detectron2 [348] builds

on Mask R-CNN and offers many varied image task functionalities.

Scientific Examples: Object detection has also gained significant attention

across different scientific applications. It has been used in many medical settings

to localize features of interest, for example, tumor cells across different imaging

modalities [181, 373] or fractures in radiology [274, 314].

Semantic Segmentation and Instance Segmentation

Segmentation dives into the lowest possible level of detail — categorizing every

single image pixel. In semantic segmentation, we want to categorize pixels

according to the high level group they belong to. For example, suppose we are

given an image of a street, with a road, different vehicles, pedestrians, etc. We

would like to determine if a pixel is part of any pedestrian, part of any vehicle

or part of the road — i.e. label the image pixels as either pedestrian, vehicle

or road. Instance segmentation is even more intricate, where not only do we

want to categorize each pixel in this way, but do so separately for each instance

(and provide instance specific bounding boxes like in object detection). The

differences are illustrated in Figure 2.3 (sourced from [2].) Returning to the

example of the image of the street, suppose the image has three pedestrians. In
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semantic segmentation, all of the pixels making up these three pedestrians would

fall under the same category – pedestrian. In instance segmentation, these pixels

would be further subdivided into those belonging to pedestrian one, pedestrian

two or pedestrian three.

Because segmentation models must categorize every pixel, their output

is not just a single class label, or a bounding box, but a full image. As a

result, the neural network architectures for segmentation have a slightly dif-

ferent structure that helps them better preserve spatial information about the

image. A highly popular and successful architecture, particularly for sci-

entific applications, has been the U-net [269], which also has a 3d volumet-

ric variant [46]. Other architectures include FCNs (Fully Convolutional Net-

works) [194], SegNet [16] and the more recent Object Contextual Representa-

tions [362]. A couple of nice surveys on semantic segmentation methods are

given by towardsdatascience Semantic Segementation with Deep Learning and

https://sergioskar.github.io/Semantic_Segmentation/.

For instance segmentation, Mask R-CNN [116] and its variants [348] have

been extremely popular. This tutorial Mask R-CNN tutorial with code pro-

vides a step by step example application. The recent Detectron2 package [348]

(https://github.com/facebookresearch/detectron2) also offers this

functionality.

Scientific Examples: Out of all of the different types of imaging prediction

problems, segmentation methods have been especially useful for (bio)medical

applications. Examples include segmenting brain MR images [218, 330], identi-

fying key regions of cells in different tissues [355, 297] and even studying bone
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structure [187].

Super-Resolution

Super resolution is a technique for transforming low resolution images to high

resolution images. This problem has been tackled both using convolutional

neural networks and supervised learning, as well as generative models.

Super resolution formally defined is an underdetermined problem, as there

may be many possible high resolution mappings for a low resolution im-

age. Traditional techniques imposed constraints such as sparsity to find a

solution. One of the first CNNs for super resolution, SRCNN [67] outlines

the correspondences between sparse coding approaches and convolutional

neural networks. More recently, Residual Dense Networks [374] have been a

popular approach for super-resolution on standard benchmarks (with code

available https://github.com/yulunzhang/RDN), as well as Predictive

Filter Flow [163], (code: https://github.com/aimerykong/predictive-

filter-flow) which has also looked at image denoising and deblurring. In

some of the scientific applications below, U-nets have also been successful for

super resolution.

Scientific Examples: Super resolution is arguably even more useful for scien-

tific settings than standard natural image benchmarks. Two recent papers look

at U-nets for super-resolution of fluorescence microscopy [342] (code: https:

//csbdeep.bioimagecomputing.com/) and electron microscopy [74]. Other

examples include super resolution of chest CT scans [320] and Brain MRIs [44].
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Image Registration

Image registration considers the problem of aligning two input images to each

other. Particularly relevant to scientific applications, the two input images might

be from different imaging modalities (e.g. a 3D scan and a 2D image), or mapping

a moving image to a canonical template image (such as in MRIs.) The alignment

enables better identification and analysis of features of interest.

The potential of image registration is primarily demonstrated through differ-

ent scientific applications. At the heart of the technique is a convolutional neural

network, often with an encoder-decoder structure (similar to the U-net [269]) to

guide the alignment of two images. Note that while this underlying model is

trained through supervised learning, many registration methods do not require

explicit labels, using similarity functions and smoothness constraints to provide

supervision. For example, [19] develop an unsupervised method to perform

alignment for Brain MRIs. The code for this and several followup papers [20, 52]

provides a helpful example for building off of and applying these methods

https://github.com/voxelmorph/voxelmorph. Other useful resources

include https://github.com/ankurhanda/gvnn (with corresponding pa-

per [110]) a library for learning common parametric image transformations.

Pose Estimation

Pose estimation, and most popularly human pose estimation, studies the problem

of predicting the pose of a human in a given image. In particular, a deep neural

network model is trained to identify the location of the main joints, the keypoints
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Figure 2.4: Pose Estimation. Image source [300] The task of pose estimation, specif-
ically multi-person 2D (human) pose-estimation is depicted in the figure. The neural
network model predicts the positions of the main joints (keypoints), which are combined
with a body model to get the stick-figure like approximations of pose overlaid on the
multiple humans in the image. Variants of these techniques have been used to study
animal behaviors in scientific settings.

(e.g. knees, elbows, head) of the person in the image. These predictions are

combined with existing body models to get the full stick-figure-esque output

summarizing the pose. (See Figure 2.4, sourced from [300], for an illustration.)

(2D) Human pose estimation is a core problem in computer vision with

multiple benchmark datasets, and has seen numerous convolutional architec-

tures developed to tackle it. Some of the earlier models include a multi-stage

neural network introduced by [341], and a stacked hourglass model [223] that

alternatingly combines high and low resolutions of the intermediate represen-

tations. More recently, HRNet [300], which keeps a high resolution representa-

tion throughout the model is a top performing architecture (code at https://

github.com/leoxiaobin/deep-high-resolution-net.pytorch). Also

of interest might be [35] provides an end-to-end system for multiperson pose
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detection in the corresponding code repository https://github.com/CMU-

Perceptual-Computing-Lab/openpose.

Scientific Examples: Pose estimation has gained significant interest in neuro-

science settings, where videos of animals are recorded, and automatically pre-

dicting poses in the image can help identify important behaviors. An example is

given by [206, 207], with associated code http://www.mousemotorlab.org/

deeplabcut.

Other Tasks with Convolutional Neural Networks

In the preceding sections, we have overviewed some of the most common tasks

for which convolutional neural networks are used. However, there are many

additional use cases of these models that we have not covered, including video

prediction [77], action recognition [69] and style transfer [88]. We hope that the

provided references and resources enable future investigation into some of these

methods also.

2.4.4 Graph Neural Networks

Many datasets, such as (social) network data and chemical molecules have a

graph structure to them, consisting of vertices connected by edges. An active

area of research, graph neural networks, has looked at developing deep learning

methods to work well with this kind of data. The input graph consists of nodes v
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having some associated feature vector hv, and sometimes edges euv also having

associated features zeuv . For example, nodes v might correspond to different atoms,

and the edges euv to the different kinds of chemical bonds between atoms. At a

high level, most graph neural networks compute useful information from the

data by (i) using the feature vectors of the neighbors of each vertex v to compute

information on the input graph instance (ii) using this information to update the

feature vector of v. This process, which respects the connectivity of the graph,

is often applied iteratively, with the final output either at the vertex level (Are

meaningful vertex feature vectors computed?) or at the level of the full input

graph (Is some global property of the entire graph correctly identified?)

Application Characteristics Problems where the data has an inherent graph

structure, and the goal is to learn some function on this graph structure — either

at the per vertex level or a global property of the entire graph. There are also

spatio-temporal graph neural networks — performing predictions on graph

structures evolving over time.

Technical References Although most graph neural networks follow the high

level structure of aggregating information from vertex neighbors and using

this information to update feature vectors, there are many many different ar-

chitectural variants, with connections to other neural network models such

as convolutional nets and recurrent models. Recent work has also looked

at spatio-temporal graph networks for problems like action recognition in

video [179]. A nice unification of many of the first popular methods, such

as [70, 24, 185], is given by [92]. A more recent survey paper [350], provides an

extremely comprehensive overview of the different kinds of architectures, problems,
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benchmark datasets and open source resources. Some useful code repositories

include https://github.com/rusty1s/pytorch_geometric, https://

github.com/deepmind/graph_nets and https://github.com/dmlc/

dgl, which together cover most of the popular deep learning frameworks.

Scientific Examples Graph neural networks have been very popular for several

chemistry tasks, such as predicting molecular properties [70, 134, 92, 147], deter-

mining protein interfaces [82, 317] and even generating candidate molecules

[56, 31]. A useful library for many of these chemistry tasks is https://

github.com/deepchem, which also has an associated benchmark task [349]. A

detailed tutorial of different graph neural networks and their use in molecule gen-

eration can be seen at https://www.youtube.com/watch?v=VXNjCAmb6Zw.

2.4.5 Neural Networks for Sequence Data

A very common attribute for data is to have a sequential structure. This might

be frames in a video, amino acid sequences for a protein or words in a sentence.

Developing neural network models to work with sequence data has been one of

the most extensive areas of research in the past few years. A large fraction of this

has been driven by progress on tasks in natural language processing, which focuses

on getting computers to work with the language used by people to communicate.

Two popular tasks in this area, which have seen significant advances, have

been machine translation — developing deep learning models to translate from

one language to another and question answering — taking as input a (short)

piece of text and answering a question about it. In the following sections, we
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first overview some of the main NLP tasks that have driven forward sequence

modelling and then the neural network models designed to solve these tasks.

Language Modelling (Next Token Prediction)

Language modelling is a training method where the deep learning model takes

as input the tokens of the sequence up to time/position t, and then uses these to

predict token t + 1. This is in fact a self-supervised training method (see Section

2.7), where the data provides a natural set of labels without additional labelling

needed. In the NLP context, the neural network is fed in a sequence of words,

corresponding to a sentence or passage of text, and it tries to predict the next

word. For example, given a sentence, "The cat sat on the roof", the network

would first be given as input "The" and asked to predict "cat", then be fed in

"The cat" and asked to predict "sat", and so on. (There are some additional

details in implementation, but this is the high level idea.) Because of the easy

availability of data/labels, and the ability to use language modelling at different

levels — for words and even for characters, it has been a popular benchmark

in natural language, and also for capturing sequence dependencies in scientific

applications, such as protein function prediction [112, 118], and using the hidden

representations as part of a larger pipeline for protein structure prediction in

AlphaFold [282] (with opensourced code https://github.com/deepmind/

deepmind-research/tree/master/alphafold_casp13.)
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Figure 2.5: Illustration of the Sequence to Sequence prediction task. Image source
[369] The figure shows an illustration of a Sequence to Sequence task, translating an
input sentence (sequence of tokens) in English to an output sentence in German. Note
the encoder-decoder structure of the underlying neural network, with the encoder
taking in the input, and the decoder generating the output, informed by the encoder
representations and the previously generated output tokens. In this figure, the input
tokens are fed in one by one, and the output is also generated one at a time, which is
the paradigm when using Recurrent Neural Networks as the underlying model. With
Transformer models, which are now extremely popular for sequence to sequence tasks,
the sequence is input all at once, significantly speeding up use.

Sequence to Sequence

Another very popular task for sequence data is sequence to sequence — transform-

ing one sequence to another. This is precisely the setup for machine translation,

where the model gets an input sentence (sequence) in say English, and must

translate it to German, which forms the output sentence (sequence). Some of

the first papers framing this task and tackling it in this way are [17, 304, 328].

Sequence to sequence tasks typically rely on neural network models that have an

encoder-decoder structure, with the encoder neural network taking in the input se-

quence and learning to extract the important features, which is then used by the

decoder neural network to produce the target output. Figure 2.5(sourced from

[369]) shows an example of this. This paradigm has also found some scientific

applications as varied as biology [34] and energy forcasting [205]. Sequence to se-

quence models critically rely on a technique called attention, which we overview
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below. For more details on this task, we recommend looking at some of the

tutorials and course notes highlighted in Section 2.3.

Question Answering

One other popular benchmark for sequence data has been question answering.

Here, a neural network model is given a paragraph of text (as context) and a

specific question to answer on this context as input. It must then output the part

of the paragraph that answers the question. Some of the standard benchmarks

for this task are [121, 256], with http://web.stanford.edu/class/cs224n/

slides/cs224n-2019-lecture10-QA.pdf providing an excellent overview

of the tasks and common methodologies. Question answering critically relies on

the neural network model understanding the relevance and similarity of different

sets of sequences (e.g. how relevant is this part of the context to the question

of interest?). This general capability (with appropriate reformulation) has the

potential to be broadly useful, both for determining similarity and relevance on

other datasets, and for question answering in specialized domains [84].

Recurrent Neural Networks

Having seen some of the core tasks in deep learning for sequence data, these

next few sections look at some of the key neural network models.

Recurrent neural networks (RNNs) were the first kind of deep learning model

successfully used on many of the aforementioned tasks. Their distinguishing

feature, compared to CNNs or MLPs (which are feedforward neural networks,
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Figure 2.6: Diagram of a Recurrent Neural Network model, specifically a LSTM
(Long-Short Term Network). Image source [229] The figure illustrates an LSTM net-
work, a type of Recurrent Neural Network. We see that the input xt at each timestep also
inform the internal network state in the next timestep (hence a recurrent neural network)
through a gating mechanism. This gating mechanism is called an LSTM, and consists of
sigmoid and tanh functions, which transform and recombine the input for an updated
internal state, and also emit an output. The mechanics of this gating process are shown
in the middle cell of the figure.

mapping input straight to output), is that there are feedback connections, enabling

e.g. the output at each timestep to become the input for the next timestep, and

the preservation and modification of an internal state across timesteps. When

RNNs are used for sequential data tasks, sequences are input token by token,

with each token causing an update of the internal cell state of the RNN, and also

making the RNN emit a token output. Note that this enables these models to

work with variable length data — often a defining characteristic of sequence data.

How the input is processed, cell state updated and output emitted are controlled

by gating functions — see the technical references!

Application Characteristics: Problems where the data has a sequential nature

(with different sequences of varying length), and prediction problems such as

determining the next sequence token, transforming one sequence to another, or

determining sequence similarities are important tasks.
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Technical References: Research on sequence models and RNNs has evolved

dramatically in just the past couple of years. The most successful and popu-

lar kind of RNN is a bi-LSTM with Attention, where LSTM (Long-Short Term

Memory) [126] refers to the kind of gating function that controls updates in

the network, bi refers to bidirectional (the neural network is run forwards and

backwards on the sequence) and Attention is a very important technique that

we overview separately below. (Some example papers [210, 211] and code

resources https://github.com/salesforce/awd-lstm-lm.) This excel-

lent post https://colah.github.io/posts/2015-08-Understanding-

LSTMs/ provides a great overview of RNNs and LSTMs in detail. (Figure 2.6

shows a diagram from the post revealing the details of the gating mechanisms in

LSTMs.) The post also describes a small variant of LSTMs, Gated Recurrent Units

(GRUs) which are also popular in practice [185]. While RNNs (really bi-LSTMs)

have been very successful, they are often tricky to develop and train, due to their

recursiveness presenting challenges with optimization (the vanishing/exploding

gradients problem [125, 237, 111]), with performing fast model training (due to

generating targets token by token), and challenges learning long term sequential

dependencies. A new type of feedforward neural network architecture, the

Transformer (overviewed below), was proposed to alleviate the first two of these

challenges.

Scientific Examples: RNNs have found several scientific applications for data

with sequential structure, such as in genomics and proteomics [242, 190, 160].
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Attention

A significant problem in using RNNs and working with sequential data is the

difficulty in capturing long range dependencies. Long range dependencies are when

tokens in the sequence that are very far apart from each other must be processed

together to inform the correct output. RNNs process sequences in order, token

by token, which means they must remember all of the important information

from the earlier tokens until much later in the sequence — very challenging

as the memory of these architectures is far from perfect. Attention [45, 18] is a

very important technique that introduces shortcut connections to earlier tokens,

which alleviates the necessity to remember important features for the duration

of the entire sequence. Instead it provides a direct way to model long term

dependencies — the neural network has the ability to look back and attend to what

it deems relevant information (through learning) earlier in the input. A very nice

overview of attention is provided by https://lilianweng.github.io/lil-

log/2018/06/24/attention-attention.html. A variant of attention, self-

attention, which can be used to help predictions on a single input sequence, is the

core building block of Transformer models.

Transformers

While attention helped with challenges in long range dependencies, RNNs still

remained slow to train and tricky to design (due to optimization challenges

with vanishing/exploding gradients.) These challenges were inherent to their

recurrent, token-by-token nature, prompting the proposal of a new feedforward

neural network to work with sequential data, the Transformer [325], which
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Figure 2.7: Image of a couple of layers from a Transformer network. Image source
[8] The figure depicts the core sequence of layers that are fundamental to Transformer
neural networks, a self-attention layer (sometimes called a self-attention head) followed
by fully connected layers. Note that when working with sequence data, transformers
take the entire input sequence all at once, along with positional information (in this case
the input sequence being "Thinking Machines".)

critically relies on attentional mechanisms (the paper is in fact titled Attention is

All you Need.) During training transformers take in the entire sequence as input

all at once, but have positional embeddings that respects the sequential nature of

the data. Transformers have been exceptionally popular, becoming the dominant

approach to many natural language tasks and sequential tasks.

Application Characteristics: Problems where the data has a sequential nature

and long range dependencies that need to be modelled. Given the large number

of pretrained transformer models, they can also be very useful in settings where

pretrained models on standard benchmarks can be quickly adapted to the target

problem.

Technical References: The original transformer paper [325] provides a nice

overview of the motivations and the neural network architecture. The model was
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designed with machine translation tasks in mind, and so consists of an encoder

neural network and a decoder neural network. With transformers being adopted

for tasks very different to machine translation, the encoder and decoder are

often used in stand-alone fashions for different tasks — for example, the encoder

alone is used for question answering, while the decoder is important for text

generation. Two very accessible step by step tutorials on the transformer are

The Annotated Transformer and The Illustrated Transformer. A nice example of

some of the language modelling capabilities of this models is given by [247].

Since the development of the transformer, there has been considerable re-

search looking at improving the training of these models, adjusting the self-

attention mechanism and other variants. A very important result using the

transformer has been BERT (Pretraining of deep Bi-directional Transformers for

Language understanding) [60]. This paper demonstrates that performing transfer

learning (see Section 2.5.1) using a transformer neural network can be extremely

successful for many natural language tasks. (Some of the first papers showing the

potential of transfer learning in this area were [132, 247], and since BERT, there

have been followups which extend the model capabilities [358].) From a practi-

cal perspective, the development of transformers, BERT and transfer learning

mean that there are many resources available online for getting hold of code and

pretrained models. We refer to some of these in Section 2.3, but of particular note

is https://github.com/huggingface/transformers which has an excel-

lent library for transformer models. A good overview of BERT and transfer learn-

ing in NLP is given in http://jalammar.github.io/illustrated-bert/.
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Scientific Examples: There have been several interesting examples of trans-

formers used in scientific settings, such as training on protein sequences to find

representations encoding meaningful biological properties [267], protein genera-

tion via language modelling [200], bioBERT [174] for text mining in biomedical

data (with pretrained model and training code), embeddings of scientific text [27]

(with code https://github.com/allenai/scibert) and medical question

answering [332].

Other Tasks with Sequence Data

In the previous sections, we’ve given an overview of some of the important

benchmark tasks for sequential data, and the types of deep learning models

available to tackle them. As with convolutional networks, this is not a compre-

hensive overview, but hopefully thorough enough to help with generating ideas

on possible applications and offering pointers to other useful related areas. A

few other sequential data tasks that might be of interest are structured prediction,

where the predicted output has some kind of structure, from tree structures (in

e.g. parsing) [39, 343] to short, executable computer program structure [375]

and summarization, where passages of text are summarized by a neural network

[188, 378]. We’ll also discuss word embeddings later in the survey.

2.4.6 Section Summary

In this section, we have overviewed supervised learning, some of the core neu-

ral network models and the kinds of important tasks they can be used for. As
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previously discussed, these topics span an extremely large area of research, so

there are some areas, e.g. deep neural networks for set structured data [364, 162],

modelling different invariances — invariances to specified Lie groups for appli-

cation to molecular property prediction [80], spherical invariances [48, 49] not

covered. But we hope the material and references presented help inspire novel

contributions to these very exciting and rapidly evolving research directions.

2.5 Key (Supervised Learning) Methods

In the previous section we saw different kinds of neural network models, and the

many different types of tasks they could be used for. To train the models for these

tasks, we typically rely on the supervised learning methodology — optimize

model parameters to correctly output given labels (the supervision) on a set of

training data examples.

In more detail, the standard supervised learning method for deep neural

networks consists of (i) collecting data instances (e.g. images) (ii) collecting labels

for the data instances (e.g. is the image a cat or a dog) (iii) splitting the set of

collected (data instance, label) into a training set, validation set and test set (iv)

randomly initializing neural network parameters (iv) optimizing parameters so

the network outputs the correct corresponding label given an input data instance

on the training set (v) further tuning and validating on the validation and test

sets.

In this section we overview methods that use variants of this process, for

example initializing the neural network parameters differently or dealing with
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Pretrained 
Weights: 
Contain 
useful 

features

Step 1: Pretraining
Train on diverse, generic 

task, e.g. ImageNet

Randomly 
Initialize

Step 2: Finetuning
Train on target task

Final Model

Figure 2.8: The Transfer Learning process for deep neural networks. Transfer learning
is a two step process for training a deep neural network. Instead of intializing parameters
randomly and directly training on the target task, we first perform a pretraining step, on
some diverse, generic task. This results in the neural network parameters converging to
a set of values, known as the pretrained weights. If the pretraining task is diverse enough,
these pretrained weights will contain useful features that can be leveraged to learn the
target task more efficiently. Starting from the pretrained weights, we then train the
network on the target task, known as finetuning, giving us the final model.

shifts between the training data and the test sets. In Section 2.7, we look at

variants that reduce the dependence on collecting labels.

2.5.1 Transfer Learning

Through the preceding sections, we’ve made references to using pretrained mod-

els. This is in fact referring to a very important method for training deep neural

networks, known as transfer learning. Transfer learning is a two step process for

training a deep neural network model, a pretraining step, followed by a finetuning

step, where the model in trained on the target task. More specifically, we take

a neural network with parameters randomly initialized, and first train it on a
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standard, generic task — the pretraining step. For example, in image based tasks,

a common pretraining task is ImageNet [58], which is an image classification task

on a large dataset of natural images. With an appropriate pretraining task that is

generic and complex enough, the pretraining step allows the neural network to

learn useful features, stored in its parameters, which can then be reused for the

second step, finetuning. In finetuning, the pretrained neural network is further

trained (with maybe some minor modifications to its output layer) on the true

target task of interest. This process is illustrated in Figure 2.8. But being able to use

the features it learned during pretraining often leads to boosts in performance

and convergence speed of the target task, as well as needing less labelled data.

Because of these considerable benefits, transfer learning has been extraordi-

narily useful in many settings, particularly in computer vision [136], which had

many early successful applications. As overviewed in Section 2.4.5, the recent

development of models like ULMFiT [132] and especially BERT [60] has also

made transfer learning extremely successful in natural language and sequential

data settings, with recent work making the transfer learning process even more

efficient [130, 276]. Most importantly, the ready availability of standard neural

network architectures pretrained on standard benchmarks through many open

sourced code repositories on GitHub (examples given in Section 2.3) has meant

that downloading and finetuning a standard pretrained model has become the

de-facto standard for most new deep learning applications.

Typically, performing transfer learning is an excellent way to start work on

a new problem of interest. There is the benefit of using a well-tested, standard

neural network architecture, aside from the knowledge reuse, stability and

convergence boosts offered by pretrained weights. Note however that the precise
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effects of transfer learning are not yet fully understood, and an active research

area [166, 254, 368, 224, 202, 248, 329] looks at investigating its exact properties.

For transfer learning in vision [166, 368, 161] may be of particular interest for

their large scale studies and pretraining recommendations.

2.5.2 Domain Adaptation

Related to transfer learning is the task of domain adaptation. In (unsupervised)

domain adaptation, we have training data and labels in a source domain, but

want to develop a deep learning model that will also work on a target domain,

where the data instances may look different to those in the source domain, but

the high level task is the same. For instance, our source domain many consist

of images of handwritten digits (zero to nine) which we wish to classify as

the correct number. But the target domain many have photographs of house

numbers (from zero to nine), that we also wish to classify as the correct number.

Domain adaptation techniques help build a model on the source domain that

can also work (reasonably) well out-of-the-box on the shifted target domain.

The most dominant approach to domain adaptation in deep learning is to

build a model that can (i) perform well on the source domain task, and (ii)

learns features that are as invariant to the domain shift as possible. This is

achieved through jointly optimizing for both of these goals. Returning to our

example on handwritten digits and house number photographs, (i) corresponds

to the standard supervised learning classification problem of doing well on the

(source) task of identifying handwritten digits correctly while (ii) is more subtle,

and typically involves explicitly optimizing for the hidden layer representations of
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handwritten digits and house number photographs to look the same as each other

— domain invariance. Some popular ways to implement this include gradient

reversal [85], minimizing a distance function on the hidden representations [195],

and even adversarial training [86, 289]. More recently, [301] look at using self-

supervision (see Section 2.7) to jointly train on the source and target domains,

enabling better adaptation.

Other approaches to domain adaptation include translating data instances

from the source to the target domain, and bootstrapping/co-training approaches

(see Section 2.7.2). Some of these methods are overviewed in tutorials such as

Deep Domain Adaptation in Computer Vision.

2.5.3 Multitask Learning

In many supervised learning applications, ranging from machine translation [5]

to scientific settings [257, 243], neural networks are trained in a multitask way –

predicting several different outputs for a single input. For example, in image

classification, given an input medical image, we might train the network not

only to predict a disease of interest, but patient age, history of other related

disease, etc. This often has beneficial effects even if there is only one prediction

of interest, as it provides the neural network with useful additional feedback

that can guide it in learning the most important data features. (This can be so

useful that sometimes auxiliary prediction targets are defined solely for this

purpose.) Additionally, the prediction of multiple targets can mean that more

data is available to train the model (only a subset of the data has the target

labels of interest, but many more data instances have other auxiliary labels.) The
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most extreme version of this is to simultaneously train on two entirely different

datasets. For example, instead of performing a pretraining/finetuing step, the

model could be trained on both ImageNet and a medical imaging dataset at the

same time.

Multitask learning is usually implemented in practice by giving the neural

network multiple heads. The head of a neural network refers to its output layer,

and a neural network with multiple heads has one head for each predictive task

(e.g. one head for predicting age, one for predicting the disease of interest) but

shares all of the other features and parameters, across these different predictive

tasks. This is where the benefit of multitask learning comes from — the shared

features, which comprise of most of the network, get many different sources of

feedback. Implementing multitask learning often also requires careful choice

of the way to weight the training objectives for these different tasks. A nice

survey of some popular methods for multitask learning is given by https:

//ruder.io/multi-task/index.html#fn4, and a tutorial on some of the

important considerations in http://hazyresearch.stanford.edu/multi-

task-learning. One package for implementing multitask learning is found

in https://github.com/SenWu/emmental and step-by-step example with

code excerpts in towardsdatascience Multitask Learning: teach your AI more to

make it better.

2.5.4 Weak Supervision (Distant Supervision)

Suppose it is very difficult to collect high quality labels for the target task of inter-

est, and neither is there an existing, standard, related dataset and corresponding
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pretrained model to perform transfer learning from. How might one provide

the deep learning model with enough supervision during the training process?

While high quality labels might be hard to obtain, noisy labels might be relatively

easy to collect. Weak supervision refers to the method of training a model on a

dataset with these noisy labels (typically for future finetuning), where the noisy

labels are often generated in an automatic process.

In computer vision (image based) tasks, some examples are: taking an im-

age level label (for classification) and automatically inferring pixel level labels

for segmentation [238], clustering hidden representations computed by a pre-

trained network as pseudo-labels [356], or taking Instagram tags as labels [202]

for pretraining. In language tasks, examples are given by [214, 127, 366], which

provide noisy supervision by assuming all sentences mentioning two entities of

interest express a particular relation (also known as distant supervision). A nice

overview of weak supervision and its connection to other areas is given in https:

//hazyresearch.github.io/snorkel/blog/ws_blog_post.html, with

a related post looking specifically at medical and scientific applications http:

//hazyresearch.stanford.edu/ws4science.

2.5.5 Section Summary

In this section, we have overviewed some of the central supervised learning based

methodologies for developing deep learning models. This is just a sampling of

the broad collection of existing methods, and again, we hope that the descriptions

and references will help facilitate further exploration of other approaches. One

method not covered that might be of particular interest is multimodal learning,
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where neural networks are simultaneously trained on data from different modal-

ities, such as images and text [197, 333, 146]. Multimodal learning also provides

a good example of the fact that it is often difficult to precisely categorize deep

learning techniques as only being useful for a specific task or training regime. For

example, we looked at language modelling for sequence tasks in this supervised

learning section, but language modelling is also an example of self-supervision

(Section 2.7) and generative models (Section 2.8.1). There are many rich combi-

nations of the outlined methods in both this section and subsequent sections,

which can prove very useful in the development of an end to end system.

2.6 Interpretability, Model Inspection and Representation

Analysis

Many standard applications of deep learning (and machine learning more

broadly) focus on prediction — learning to output specific target values given an

input. Scientific applications, on the other hand, are often focused on understand-

ing — identifying underlying mechanisms giving rise to observed patterns in

the data. When applying deep learning in scientific settings, we can use these

observed phenomena as prediction targets, but the ultimate goal remains to

understand what attributes give rise to these observations. For example, the core

scientific question might be on how certain amino acid sequences (encoding a

protein) give rise to particular kinds of protein function. While we might frame

this as a prediction problem, training a deep neural network to take as input

an amino acid sequence and output the predicted properties of the protein, we

would ideally like to understand how that amino acid sequence resulted in the
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observed protein function.

To answer these kinds of questions, we can turn to interpretability techniques.

Interpretability methods are sometimes equated to a fully understandable, step-

by-step explanation of the model’s decision process. Such detailed insights can

often be intractable, especially for complex deep neural network models. Instead,

research in interpretability focuses on a much broader suite of techniques that

can provide insights ranging from (rough) feature attributions — determining

what input features matter the most, to model inspection — determining what

causes certain neurons in the network to fire. In fact, these two examples also

provide a rough split in the type of interpretability method.

One large set of methods (which we refer to as Feature Attribution and Per

Example Interpretability) concentrates on taking a specific input along with a

trained deep neural network, and determining what features of the input are

most important. The other broad class of techniques looks at taking a trained

model, and a set of inputs, to determine what different parts of the network

have learned (referred to as Model Inspection and Representational Analysis).

This latter set of methods can be very useful in revealing important, hidden

patterns in the data that the model has implicitly learned through being trained

on the predictive task. For example, in [169], which looks at machine translation,

representation analysis techniques are used to illustrate latent linguistic structure

learned by the model. We overview both sets of methods below.
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Figure 2.9: The output of SmoothGrad, a type of saliency map. Image source [294]
The figure shows the original input image (left), raw gradients (middle), which are often
too noisy for reliable feature attributions, and SmoothGrad (right), a type of saliency
map that averages over perturbations to produce a more coherent feature attribution
visualization the input. In particular, we can clearly see that the monument in the picture
is important for the model output.

2.6.1 Feature Attribution and Per Example Interpretability

We start off by overviewing some of the popular techniques used to provide

feature attribution at a per example level, answering questions such as which parts

of an input image are most important for a particular model prediction. These

techniques can be further subcategorized as follows:

Saliency Maps and Input Masks

At a high level, saliency maps take the gradient of the output prediction with

respect to the input. This gives a mask over the input, highlighting which regions

have large gradients (most important for the prediction) and which have smaller

gradients. First introduced by [291], there are many variants of saliency maps,

such as Grad-CAM [281], SmoothGrad [294], IntGrad [302], which make the

resulting feature attributions more robust. These and other methods are imple-

mented in https://github.com/PAIR-code/saliency. Note that while

these methods can be extremely useful, their predictions are not perfect [151],
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and must be validated further.

Closely related to these saliency methods is [232], which provides the

ability to inspect the kinds of features causing neurons across different hid-

den layers to fire. The full, interactive paper can be read at https://

distill.pub/2018/building-blocks/ with code and tutorials available

at https://github.com/tensorflow/lucid.

Many other techniques look at computing some kind of input mask, several

of them using deconvolutional layers, first proposed by [365] and built on by [152]

and [30]. Other work looks at directly optimizing to find a sparse mask that will

highlight the most important input features [81] (with associated code https:

//github.com/jacobgil/pytorch-explain-black-box) or finding such

a mask through an iterative algorithm [36].

Feature Ablations and Perturbations

Related to some of masking approaches above, but with enough differences to

categorize separately are several methods that isolate the crucial features of the

input either by performing feature ablations or computing perturbations of the

input and using these perturbations along with the original input to inform the

importance of different features.

Arguably the most well known of the ablation based approaches is the notion

of a Shapely value, first introduced in [284]. This estimates the importance of a

particular feature x0 in the input by computing the predictive power of a subset of

input features containing x0 and averaging over all possible such subsets. While
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Shapely values may be expensive to compute naively for deep learning, follow

on work [198] has proposed more efficient (and expressive) variants, with highly

popular opensourced implementation: https://github.com/slundberg/

shap.

The shap opensourced implementation above also unifies some related ap-

proaches that use perturbations to estimate feature values. One such approach

is LIME [266], which uses multiple local perturbations to enable learning an

interpretable local model. Another is DeepLIFT, which uses a reference input

to compare activation differences [288], and yet another approach, Layer-wise

Relevance Propagation [13] looks at computing relevance scores in a layerwise

manner.

Other work performing ablations to estimate feature importance includes

[380] (with code https://github.com/lmzintgraf/DeepVis-PredDiff),

while [81], described in Section 2.6.1 has elements of using input perturbations.

2.6.2 Model Inspection and Representational Analysis

In this second class of interpretability methods, the focus is on gaining insights

not at a single input example level, but using a set of examples (sometimes

implicitly through the trained network) to understand the salient properties of

the data. We overview some different approaches below.
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Figure 2.10: Visualization of the kinds of features hidden neurons have learned to
detect. Image source [231] This figure, from [231], illustrates the result of optimizing
inputs to show what features hidden neurons have learned to recognize. In this example,
the hidden neuron has learned to detect (especially) soccer balls, tennis balls, baseballs,
and even the legs of soccer players.

Probing and Activating Hidden Neurons

A large class of interpretability methods looks at either (i) probing hidden neurons

in the neural network — understanding what kinds of inputs it activates for

(ii) directly optimizing the input to activate a hidden neuron. Both of these

techniques can provide useful insights into what the neural network has chosen

to pay attention to, which in turn corresponds to important properties of the

data.

Several papers falls into the probing category [361, 376], with an especially

thorough study given by Network Dissection [26]. Here here hidden neurons are

categorized by the kinds of features they respond to. The paper website http:

//netdissect.csail.mit.edu/ contains method details as well as links to the

code and data.

The other broad category of methods take a neural network, fix its param-

eters, and optimize the input to find the kinds of features that makes some

hidden neuron activate. There are several papers using this approach, but

of particular note is Feature Visualization [231], with an interactive article and

code at: https://distill.pub/2017/feature-visualization/. Fol-

56

http://netdissect.csail.mit.edu/
http://netdissect.csail.mit.edu/
https://distill.pub/2017/feature-visualization/


Figure 2.11: Clustering neural network hidden representations to reveal linguistic
structures. Image source [169] In work on analyzing multilingual translation systems
[169], representational analysis techniques are used to compute similarity of neural
network (Transformer) hidden representations across different languages. Performing
clustering on the result reveals grouping of different language representations (each
language a point on the plot) according to language families, which affect linguistic
structure. Importantly, this analysis uses the neural network to identify key properties
of the underlying data, a mode of investigation that might be very useful in scientific
domains.

lowup work, Activation Atlases [37] (with page https://distill.pub/2019/

activation-atlas/), does this across many different concepts, providing a

full mapping of the features learned by the neural network. More recently [230]

has used this as a building block to further understand how certain computations

are performed in a neural network. Also related is [150], which looks at finding

linear combinations of hidden neurons that correspond to interpretable concepts.
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Dimensionality Reduction on Neural Network Hidden Representations

In many standard scientific settings, e.g. analyzing single cell data, dimension-

ality reduction methods such as PCA, t-SNE [199], UMAP [209] are very useful

in revealing important factors of variation and critical differences in the data

subpopulations e.g. tumor cells vs healthy cells. Such methods can also be used

on the hidden activations (over some input dataset) of a neural network. Through

the process of being trained on some predictive task, the neural network may

implicitly learn these important data attributes in its hidden representations,

which can then be extracted through dimensionality reduction methods.

Representational Comparisons and Similarity

Related to more standard approaches of dimensionality reduction and clustering,

a line of work has studied comparing hidden representations across different neu-

ral network models. Early work applied matching algorithms [184] with follow

on approaches using canonical correlation analysis [253, 220] (with associated code

https://github.com/google/svcca.) This latter approach has been used

to identify and understand many representational properties in natural language

applications [169, 25, 329] and even in modelling the mouse visual cortex as an

artificial neural network [286]. Another recent technique uses a kernel based

approach to perform similarity comparisons [164].
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2.6.3 Technical References

The preceding sections contain many useful pointers to techniques and associ-

ated open sourced code references. One additional reference of general inter-

est may be https://christophm.github.io/interpretable-ml-book/

a fully open sourced book on interpretable machine learning. This focuses

slightly more on more traditional interpretability methods, but has useful over-

lap with some of the techniques presented above and may suggest promising

open directions.

2.7 Doing More with Less Data

Supervised learning methods, and specific variants such as transfer learning and

multitask learning have been highly successful in training deep neural network

models. However, a significant limitation to their use, and thus the use of deep

learning, is the dependence on large amounts of labelled data. In many specialized

domains, such as medicine, collecting a large number of high quality, reliable

labels can be prohibitively expensive.

Luckily, in just the past few years, we’ve seen remarkable advances in meth-

ods that reduce this dependence, particularly self-supervision and semi-supervised

learning. These approaches still follow the paradigm of training a neural network

to map raw data instances to a specified label, but critically, these labels are not

collected separately, but automatically defined via a pretext task. For example, we

might take a dataset of images, rotate some of them, and then define the label
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Unlabelled Data 
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Task (Rotation)
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Figure 2.12: Training neural networks with Self-Supervision. The figure illustrates
one example of a self-supervision setup. In self-supervision, we typically have a col-
lection of unlabelled data instances, in this case images. We define a pretext task, that
will automatically generate labels for the data instances. In this case, the pretext task
is rotation — we randomly rotate the images by some amount and label them by the
degree of rotation. During training, the neural network is given this rotated image
and must predict the degree of rotation. Doing so also requires the neural network
learn useful hidden representations of the image data in general, so after training with
self-supervision, this neural network can then be successfully and efficiently finetuned
on a downstream task.

as the degree of rotation, which is the prediction target for the neural network.

This enables the use of unlabelled data in training the deep neural network. In this

section, we cover both self-supervision and semi-supervised learning as well as

other methods such as data augmentation and denoising, all of which enable us

to do more with less data.

2.7.1 Self-Supervised Learning

In self-supervision, a pretext task is defined such that labels can be automatically

calculated directly from the raw data instances. For example, on images, we
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could rotate the image by some amount, label it by how much it was rotated,

and train a neural network to predict the degree of rotation [91] — this setup

is illustrated in Figure 2.12. This pretext task is defined without needing any

labelling effort, but can be used to teach the network good representations. These

representations can then be used as is or maybe with a little additional data for

downstream problems. Arguably the biggest success of self-supervision has been

language modelling for sequential data and specifically natural language problems,

which we overviewed in Section 2.4.5. Below we outline some of the most

popular and successful self-supervision examples for both image and sequential

data. (A comprehensive list of self-supervision methods can also be found on

this page https://github.com/jason718/awesome-self-supervised-

learning.)

Self-Supervised Learning for Images

A recent, popular and simple self-supervised task for images is to predict image

rotations [91]. Each image instance is transformed with one of four possible rota-

tions and the deep learning model must classify the rotation correctly. Despite

its simplicity, multiple studies have shown its success in learning good repre-

sentations [368, 367, 161]. Another popular method examined in those studies

is exemplar [68], which proposes a self-supervision task relying on invariance to

image transformations. For example, we might take a source image of a cat, and

perform a sequence of transformations, such as rotation, adjusting contrast, flip-

ping the image horizontally, etc. We get multiple images of the cat by choosing

many such sequences, and train the neural network to recognize these all as the

same image.
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Other methods look at using image patches as context to learn about the global

image structure and important features. For example, [65] defines a pretext

task where the relative locations of pairs of image patches must be determined,

while [227] teaches a neural network to solve jigsaw puzzles. This latter task

has been shown to be effective at large scales [96], with nice implementations

and benchmarking provided by https://github.com/facebookresearch/

fair_self_supervision_benchmark. A recent line of work has looked at

using mutual information inspired metrics as a way to provide supervision on

the relatedness of different image patches [122, 235, 14, 215], but these may be

more intricate to implement. Many of these mutual information based metrics

also rely on contrastive losses [42], which, at a high level, provides supervision to

the network by making representations of a pair of similar inputs more similar

than representations of a pair of different inputs. Very recently, a new self-

supervision method, SimCLR [41], uses this to achieve high performance (one

implementation at https://github.com/sthalles/SimCLR.)

Note that some of the image registration examples given in Section 2.4.3

are also examples of self-supervised learning, where some kind of domain

specific similarity function can be automatically computed to assess the qual-

ity of the output. Such approaches may be relevant to other domains, and

are useful to explore. A great set of open-sourced implementations of many

of self-supervision methods is provided by https://github.com/google/

revisiting-self-supervised.
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Self-Supervised Learning for Sequential (Natural Language) Data

While research on self-supervision techniques for images has been extremely

active, the strongest successes of this framework have arguably been with se-

quential data, particularly text and natural language. The sequential structure

immediately gives rise to effective self-supervision pretext tasks. Two dominant

classes of pretext tasks operate by either (i) using neighboring tokens of the

sequence as input context for predicting a target token (ii) taking in all tokens

up to a particular position and predicting the next token. The latter of these is

language modelling, which was overviewed in Section 2.4.5. The former is the

principle behind word embeddings.

Word embeddings have been critical to solving many natural language prob-

lems. Before the recent successes of full fledged transfer learning in language

(Section 2.5.1) this simple self-supervised paradigm was where knowledge reuse

was concentrated, and formed a highly important component of any deep learn-

ing system for natural language (sequential) data. From a scientific perspective,

learning word embeddings for sequential data has the potential to identify

previously unknown similarities in the data instances. It has already found

interesting uses in aiding with the automatic analysis of scientific texts, such as

drug name recognition systems [189], biomedical named entity recognition [105],

identifying important concepts in materials science [319] and even detecting

chemical-protein interactions [50].

The key fundamental ideas of word embeddings are captured in the word2vec

framework [213, 212], the original framework relying on either a Continuous-

Bag-of-Words (CBOW) neural network or a Skip-Gram neural network. Actually,
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both of these models are less neural networks and more two simple matrix

multiplications, with the first matrix acting as a projection, and giving the desired

embedding. In CBOW, the context — defined as the neighborhood words — are

input, and the model must correctly identify the target output word. In Skip-

Gram, this is reversed, with the center word being input, and the context being

predicted. For example, given a sentence "There is a cat on the roof", with the

target word being cat, CBOW would take in the vector representations of (There,

is, a, on, the, roof) and output "cat", while Skip-Gram would roughly swap the

inputs and outputs. The simplicity of these methods may make them more

suitable for many tasks compared to language modelling. Two nice overviews of

the these methods are given by Introduction to Word Embeddings and word2vec,

and https://ruder.io/word-embeddings-1/. Other embedding methods

include [240, 178].

Self-Supervision Summary

In this section we have outlined many of the interesting developments in self-

supervised learning, a very successful way to make use of unlabelled data

to learn meaningful representations, either for analysis or other downstream

tasks. Self-supervision can be effectively used along with other techniques. For

example, in the language modelling application, we saw it used for transfer

learning (Section 2.5.1), where a deep learning model is first pretrained using

the language modelling self supervision objective, and then finetuned on the

target task of interest. In the following section, we will other ways of combining

self-supervision with labelled data.
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2.7.2 Semi-Supervised Learning

While collecting large labelled datasets can be prohibitively expensive, it is often

possible to collect a smaller amount of labelled data. When assembling a brand

new dataset, a typical situation is having a small amount of labelled data and a

(sometimes significantly) larger number of data instances with no labels. Semi-

supervised learning looks at precisely this setting, proposing techniques that enable

effective learning on labelled and unlabelled data. Below we overview some of

the popular methods for semi-supervised learning.

Self-Supervision with Semi-Supervised Learning

Following on from the previous section, one natural way to make use of the

unlabelled data is to use a self-supervised pretext task. To combine this with

the labelled data, we can design a neural network that has two different outputs

heads (exactly as in multitask learning, see Section 2.5.3), with one output head

being used for the labelled data, and the other for the self-supervised objective

on the unlabelled data. Importantly, this means that the features learned by the

neural network are shared between the labelled and unlabelled data, leading to

better representations. This simple approach has been shown to be very effective

[368, 367].
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Self-Training (Bootstrapping)

Self-training, sometimes also referred to as bootstrapping or pseudo-labels, is an

iterative method where a deep neural network is first developed in a super-

vised fashion on the labelled data. This neural network is then used to provide

(pseudo) labels to the unlabelled data, which can then be used in conjunction

with the labelled data to train a new, more accurate neural network. This ap-

proach often works well and can even be repeated to get further improvements.

There are a couple of common details in implementation — often when adding

the neural network pseudo-labelled data, we only keep the most confidently

pseudo-labelled examples. These pseudo-labelled examples may also be used

for training with a different objective function compared to the labelled data.

One of the early papers proposing this method was [172], with a more recent

paper [353] demonstrating significant successes at large scale. Other variants,

including mean teacher [311], temporal ensembling [170] and the recent MixMatch

[28] also primarily use the self-training approach, but incorporate elements

of consistency (see below). There are nice open sourced implementations of

these methods, such as https://github.com/CuriousAI/mean-teacher

for mean teacher and https://github.com/google-research/mixmatch

and https://github.com/YU1ut/MixMatch-pytorch for MixMatch.

Enforcing Consistency (Smoothness)

An important theme in many semi-supervised methods has been to provide

supervision on the unlabelled data through enforcing consistency. If a human

was given two images A and B, where B was a slightly perturbed version of A
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(maybe blurred, maybe some pixels obscured or blacked out), they would give

these images the same label — consistency. We can also apply this principle to

provide feedback to our neural network on the unlabelled data, combining it

with the labelled data predictions as in multitask learning (Section 2.5.3) to form a

semi-supervised learning algorithm. A popular method on enforcing consistency

is virtual adversarial training [216], which enforces consistency across carefully

chosen image perturbations. Another paper, unsupervised data augmentation [352],

uses standard data augmentation techniques such as cutout [61] for images and

back translation for text [283] to perturb images and enforces consistency across

them. [367] uses consistency constraints along with other semi-supervised and

self-supervised techniques in its full algorithm.

Co-training

Another way to provide feedback on unlabelled data is to train two (many)

neural network models, each on a different view of the raw data. For example,

with text data, each model might see a different part of the input sentence. These

models can then be given feedback to be maximally consistent with each other,

or with a different model which sees all of the data, or even used for self-training,

with each different model providing pseudo labels on the instances it is most

confident on. This post https://ruder.io/semi-supervised/ gives a nice

overview of different co-training schemes, and [47, 246, 107] are some recent

papers implementing this in text and images.
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Semi-Supervised Learning Summary

Semi-supervised learning is a powerful way to reduce the need for labelled data

and can significantly boost the efficacy of deep learning models. Semi-supervised

learning can be applied in any situation where a meaningful task can be created

on the unlabelled data. In this section we have overviewed some natural ways

to define such tasks, but there may be many creative alternatives depending on

the domain of interest. We hope the references will provide a helpful starting

point for implementation and further exploration!

2.7.3 Data Augmentation

As depicted in Figure 2.1, data augmentation is an important part of the deep learn-

ing workflow. Data augmentation refers to the process of artificially increasing

the size and diversity of the training data by applying a variety of transforma-

tions to the raw data instances. For example, if the raw instances were to consist

of images, we might artificially pad out the image borders and then perform an

off center (random) crop to give us the final augmented image instance. Aside

from increasing the size and diversity of the data, data augmentation offers the

additional benefit of encouraging the neural network to be robust to certain kinds

of common transformations of data instances. In this section, we overview some

of the most popular data augmentation techniques for image and sequential

data. These techniques will typically already be part of many open sourced

deep learning pipelines, or easy to invoke in any mainstream deep learning

software package. There are also some specific libraries written for augmen-
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Figure 2.13: An illustration of the Mixup data augmentation technique. Image
source [54] The figure provides an example of the Mixup data augmentation method
— an image of a cat and an image of a dog are linearly combined, with 0.4 weight on
the cat and 0.6 weight on the dog, to give a new input image shown in the bottom with
a smoothed label of 0.4 weight on cat and 0.6 weight on dog. Mixup has been a very
popular and successful data augmentation method for image tasks.

tations, for example imgaug https://github.com/aleju/imgaug, nlpaug

https://github.com/makcedward/nlpaug and albumentations https://

github.com/albumentations-team/albumentations.

Data Augmentation for Image Data

Simple augmentations for image data consider transformations such as horizontal

flips or random crops (padding the image borders and taking an off center crop.)

Inspired by these simple methods are two very successful image augmentation

strategies, cutout [61], which removes a patch from the input image, and RICAP

[307], which combines patches from four different input image to create a new

image (with new label a combination of the original labels.) This somewhat

surprising latter technique of combining images has in fact shown to be very

successful in mixup [372], another data augmentation strategy where linear
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combinations of images (instead of patches) are used. (This strategy has also been

combined with cutout in the recently proposed cutmix augmentation strategy

[363], with code https://github.com/clovaai/CutMix-PyTorch.)

Other useful augmentation strategies include TANDA [258] which learns a

model to compose data augmentations, the related randaugment [51], choosing a

random subset of different possible augmentations, population based augmenta-

tion [123] which randomly searches over different augmentation policies, [131]

applying color distortions to the image and the recently proposed augmix [120]

(code https://github.com/google-research/augmix.)

Data Augmentation for Sequence Data

Data augmentation for sequential data typically falls into either (i) directly modi-

fying the input sequence, or (ii) in the case of sequence to sequence tasks (Section

2.4.5), increasing the number of input-output sequences through noisy trans-

lation with the neural network. When directly modifying the input sequence,

common perturbations include randomly deleting a sequence token (comparable

to the masking approach used in [60]), swapping sets of sequence tokens, and

replacing a token with its synonym. This latter strategy is usually guided by

word embeddings [334] or contextualized word embeddings [157]. Examples of

combining these transformations are given by [340, 142], with code repositories

such as https://github.com/makcedward/nlpaug providing some simple

implementations.

The other dominant approach to data augmentation of sequences is using

70

https://github.com/clovaai/CutMix-PyTorch
https://github.com/google-research/augmix
https://github.com/makcedward/nlpaug


sequence-to-sequence models to generate new data instances, known as back-

translation [283, 71]. Concretely, suppose we have a model to translate from

English sequences to German sequences. We can take the output German se-

quence and use existing tools/noisy heuristics to translate it back to English.

This gives us an additional English-German sequence pair.

2.7.4 Data (Image) Denoising

When measuring and collecting high dimensional data, noise can easily be

introduced to the raw instances, be they images or single-cell data. As a result

there has been significant interest and development of deep learning techniques

to denoise the data. Many of these recent methods work even without paired

noisy and clean data samples, and many be applicable in a broad range of

settings. For instance, Noise2Noise [177] uses a U-net neural network architecture

to denoise images given multiple noisy copies. The recent Noise2Self [23] (with

code: https://github.com/czbiohub/noise2self) frames denoising as

a self-supervision problem, using different subsets of features (with assumed

independent noise properties) to perform denoising, applying it to both images

as well as other high dimensional data.

2.8 Advanced Deep Learning Methods

The methods and tasks overviewed in the survey so far — supervised learning,

fundamental neural network architectures (and their many different tasks), dif-
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ferent paradigms like transfer learning as well as ways to reduce labelled data

dependence such as self-supervision and semi-supervised learning — are an

excellent set of first approaches for any problem amenable to deep learning. In

most such problems, these approaches will also suffice in finding a good solution.

Occasionally however, it might be useful to turn to more advanced methods

in deep learning, specifically generative models and reinforcement learning. We term

these methods advanced as they are often more intricate to implement, and may

require specific properties of the problem to be useful, for example an excellent

environment model/simulator for reinforcement learning. We provide a brief

overview of these methods below.

2.8.1 Generative Models

At a high level, generative modelling has two fundamental goals. Firstly, it seeks

to model and enable sampling from high dimensional data distributions, such as

natural images. Secondly, it looks to learn low(er) dimensional latent encodings

of the data that capture key properties of interest.

To achieve the first goal, generative models take samples of the high dimen-

sional distribution as input, for example, images of human faces, and learn

some task directly on these data instances (e.g. encoding and then decoding

the instance or learning to generate synthetic instances indistinguishable from

the given data samples or generating values per-pixel using neighboring pixels

as context). If generative modelling achieved perfect success at this first goal, it

would make it possible to continuously sample ‘free’ data instances! Such perfect
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Figure 2.14: Human faces generated from scratch by StyleGAN2. Image source [144]
The figure shows multiple human face samples from StyleGAN2 [144]. While perfectly
modelling and capture full diversity of complex data distributions like human faces
remains challenging, the quality and fidelity of samples from recent generative models
is very high.

success is extremely challenging, but the past few years has seen enormous

progress in the diversity and fidelity of samples from the data distribution.

For the second goal, learning latent encodings of the data with different

encoding dimensions correspond to meaningful factors of variation, having an

explicit encoder-decoder structure in the model can be helpful in encouraging

learning such representations. This is the default structure for certain kinds of

generative models such as variational autoencoders [156] but has also been adopted

into other models, such as BigBiGAN [66], a type of generative adversarial network.

In the following sections we overview some of these main types of generative

models.

Generative Adversarial Networks

Arguably the most well known of all different types of generative models, Gen-

erative Adversarial Networks, commonly known as GANs, consist of two neural

networks, a generator and a discriminator, which are pitted in a game against each

other. The generator takes as input a random noise vector and tries to output sam-

ples that look like the data distribution (e.g. synthesize images of peoples faces),
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while the discriminator tries to distinguish between true samples of the data,

and those synthesized by the generator. First proposed in [93], GANs have been

an exceptionally popular research area, with the most recent variations, such

as BigGAN [32] (code: https://github.com/ajbrock/BigGAN-PyTorch),

BigBiGAN [66] and StyleGAN(2) [144] (code: https://github.com/NVlabs/

stylegan2) able to generate incredibly realistic images.

Unconditional GANs vs Conditional GANs The examples given above are

all unconditional GANs, where the data is generated with only a random noise

vector as input. A popular and highly useful variant are conditional GANs,

where generation is conditioned on additional information, such as a label, or a

‘source’ image, which might be translated to a different style. Examples include

pix2pix [139] (code: https://phillipi.github.io/pix2pix/), cycleGAN

[379], and applications of these to videos [38].

GANs have found many scientific applications, from performing data aug-

mentation in medical image settings [90] to protein generation [265]. The ‘ad-

versarial’ loss objective of GANs can make them somewhat tricky to train,

and useful implementation advice is given in https://www.fast.ai/2019/

05/03/decrappify/, and (for conditional GANs) is included in https:

//github.com/jantic/DeOldify.

Variational Autoencoders

Another type of generative model is given by the variational autoencoder, first

proposed by [156]. VAEs have an encoder decoder structure, and thus an explicit
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latent encoding, which can capture useful properties of the data distribution.

They also enable estimation of the likelihood of a sampled datapoint — the proba-

bility of its occurrence in the data distribution. VAEs have also been extremely

popular, with many variations and extensions proposed [296, 143, 153, 99]. Be-

cause of the explicit latent encoding and the ability to estimate likelihoods, they

have also found use cases in various scientific settings, such as for modelling

gene expression in single-cell RNA sequencing [196].

Autoregressive Models

Yet another type of generative model is autoregressive models, which take in inputs

sequentially and use those to generate an appropriate output. For instance, such

models may take in a sequence of pixel values (some of them generated at a

previous timestep) and use these to generate a new pixel value for a specific

spatial location. Autoregressive models such as PixelRNN [234], PixelCNN (and

variants) [322, 275] and the recently proposed VQ-VAE(2) [260] (code: https://

github.com/rosinality/vq-vae-2-pytorch) offer very high generation

quality.

Flow Models

A relatively new class of generative models, flow models, looks at perform-

ing generation using a sequence of invertible transformations, which enables

the computation of exact likelihoods. First proposed in [63, 64], performing

an expressive but tractable sequence of invertible transformations is an ac-
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tive area of research [155, 124]. A nice introduction to normalizing flows

is given in this short video tutorial https://www.youtube.com/watch?v=

i7LjDvsLWCg&feature=youtu.be.

2.8.2 Reinforcement Learning

Reinforcement learning has quite a different framing to the techniques and

methods introduced so far, aiming to solve the sequential decision making problem.

It is typically introduced with the notions of an environment and an agent. The

agent can take a sequence of actions in the environment, each of which affect the

environment state in some way, and also result in possible rewards (feedback) —

‘positive’ for good sequences of actions resulting in a ‘good’ state and ‘negative’

for bad sequences of actions leading to a ‘bad’ state. For example, in a game

like chess, the state is the current position of all pieces in play (the game state),

an action the moving of a piece, with a good sequence of actions resulting in a

win, a bad sequence of actions in a loss and the reward might be one or zero

depending on having a win or loss respectively.

With this being the setup, the goal of reinforcement learning is to learn,

through interaction with the environment, good sequences of actions (typically

referred to as a policy). Unlike supervised learning, feedback (the reward) is

typically given only after performing the entire sequence of actions. Specifically,

feedback is sparse and time delayed. There are a variety of different reinforcement

learning use cases depending on the specifics of the problem.
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RL with an Environment Model/Simulator

Some of the most striking results with RL, such as AlphaGoZero [290], critically

use an environment model/simulator. In such a setting, a variety of learn-

ing algorithms [338, 280, 186] (some code: https://github.com/openai/

baselines) can help the agent learn a good sequence of actions, often through

simultaneously learning a value function — a function that determines whether a

particular environment state is beneficial or not. Because the benefit of an envi-

ronment state may depend on the entire sequence of actions (some still in the

future), RL is very important in properly assessing the value of the environment

state, through implicitly accounting for possible future actions. Combining value

functions with traditional search algorithms has been a very powerful way to

use RL, and may be broadly applicable to many domains.

Specifically, if developing a solution to the problem is multistep in nature,

with even a noisy validation possible in simulation, using RL to learn a good

value function and combining that with search algorithms may lead to discover-

ing new and more effective parts of the search space. Approaches like these have

gained traction in considering RL applications to fundamental problems in both

computer systems, with [204] providing a survey and a new benchmark, and ma-

chine learning systems [241], in designing task-specific neural network models.

The latter has recently also resulted in scientific use cases — designing neural

networks to emulate complex processes across astronomy, chemistry, physics,

climate modelling and others [145].
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RL without Simulators

In other settings, we don’t have access to an environment model/simulator, and

may simply have records of sequences of actions (and the ensuing states and

rewards). This is the offline setting. In this case, we may still try to teach an

agent a good policy, using the observed sequences of actions/states/rewards

in conjunction with off-policy methods [287, 249, 192], but thorough validation

and evaluation can be challenging. Evaluation in off-policy settings often uses

a statistical technique known as off-policy policy evaluation (example algorithms

include [245, 191]). In robotics, reinforcement learning literature has looked at

performing transfer learning between policies learned in simulation and policies

learned on real data [273]. A thorough overview of deep reinforcement learning

is given in http://rail.eecs.berkeley.edu/deeprlcourse/.

2.9 Implementation Tips

In this section, we highlight some useful tips for implementing these models.

Explore Your Data Before starting with steps in the learning phase (see Figure

2.1), make sure to perform a thorough exploration of your data. What are the

results of simple dimensionality reduction methods or clustering? Are the labels

reliable? Is there imbalance amongst different classes? Are different subpopula-

tions appropriately represented?
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Try Simple Methods When starting off with a completely new problem, it is

useful to try the simplest version possible. (It might even be worthwhile starting

with no learning at all — how does the naive majority baseline perform? For

datasets with large imbalances, it may be quite strong!) If the dataset is very

large, is there some smaller subsampled/downscaled version that can be used

for faster preliminary testing? What is the simplest model that might work well?

How does a majority baseline perform? (This ties in settings where the data has

class imbalance.) Does the model (as expected) overfit to very small subsets of

the data?

Where possible, start with well tested models/tasks/methods With the

plethora of standard models (many of them pretrained), data augmentation,

and optimization methods readily available (Section 2.3), most new problems

will be amenable to some standard set of these choices. Start with this! Debug-

ging the dataset and objective function associated with a new problem at the

same time as debugging the neural network model, task choice, optimization

algorithm, etc is very challenging.

Additionally, many of the standard model/task/method choices are very

well benchmarked, and exploring performance in these settings is an excellent

first step in understanding the inherent challenges of the new problem. Wherever

possible, the easiest way to get starting with the learning phase is to clone an

appropriate github repository that has the models and training code needed,

and make the minimal edits needed to work with the new dataset and objective

function.
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First Steps in Debugging Poor Performance Having put together an end-to-

end system, you observe that it is not performing well on the validation data.

What is the reason? Before getting into more subtle design questions on hy-

perparameter choice (below), some first things to look at might be (i) Is the

model overfitting? If so, more regularization, data augmentation, early stopping,

smaller model may help. (ii) Is there a distribution shift between the training and

validation data? (iii) Is the model underfitting? If so, check the optimization

process by seeing if the model overfits when trained on a smaller subset of the training

data. Test out a simpler task. Check for noise in the labels or data instances

and for distribution shift. (iv) Look at the instances on which the model makes

errors. Is there some pattern? For imbalanced datasets, loss function reweight-

ing or more augmentation on the rarer classes can help. (v) How stable is the

model performance across multiple random reruns? (vi) What are gradient and

intermediate representation norms through the training process?

Which hyperparameters matter most? A big challenge in improving deep

learning performance is the multitude of hyperparameters it is possible to

change. In practice, some of the simplest hyperparameters often affect per-

formance the most, such as learning rate and learning rate schedule. Picking an

optimizer with subtleties such as weight decay correctly implemented can also

be very important, see this excellent article on a very popular optimizer, AdamW

https://www.fast.ai/2018/07/02/adam-weight-decay/. It might also

be very useful to visualize the contributions to total loss from the main objective

function vs different regularizers such as weight decay.

Other hyperparameters that can be explored include batch size and data
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preprocessing, though if standard setups are used for these, varying learning

rate related hyperparameters is likely to be the first most useful aspect to explore.

To test different hyperparameter settings, it can be very useful to cross-validate:

hold out a portion of the training data, train different hyperparameter settings

on the remaining data, pick whichever hyperparameter setting does best when

evaluated on the held out data, and then finally retrain that hyperparameter

setting on the full training dataset.

Validate your model thoroughly! Deep learning models are notorious for rely-

ing on spurious correlations in the data to perform their predictions [15, 228, 346].

By spurious correlation, we mean features in the data instances that happen to

co-occur with a specific label, but will not result in a robust, generalizable model.

For example, suppose we have data from different chest x-ray machines (cor-

responding to different hospitals) that we put together to train a deep learning

model. It might be the case that one of these machines, so happens to scan many

sick patients. The deep learning model might then implicitly learn about the

chest x-ray machine instead of the features of the illness. One of the best tests for

ensuring the model is learning in a generalizable way is to evaluate the model

on data collected separately from the training data, which will introduce some

natural distribution shift and provide a more robust estimate of its accuracy. Some

recent interesting papers exploring these questions include [119, 261].

Relatedly, deep neural networks will also pick up on any biases in the data,

for example, learning to pay attention to gender (a sensitive attribute) when

made to predict age due to class imbalances leading to spurious correlations.

This can pose significant challenges for generalizable conclusions in scientific
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settings where data may be collected from one population, but the predictions

must be accurate across all populations. It is therefore important to perform

postprocessing analysis on the model representations to identify the presence of

such biases. A line of active research studies how to debias these representations

[9, 337].

Implementation References Some of the general design considerations when

coming to implementation (along with factors affecting larger scale deploy-

ment, not explored in this survey) are discussed in this overview https://

github.com/chiphuyen/machine-learning-systems-design/blob/master/

build/build1/consolidated.pdf.

For specific points on training and debugging deep learning systems,

two excellent guides are given by http://josh-tobin.com/assets/

pdf/troubleshooting-deep-neural-networks-01-19.pdf and http:

//karpathy.github.io/2019/04/25/recipe/.

2.10 Conclusion

In this survey chapter, we have overviewed many of the highly successful deep

learning models, tasks and methodologies, with references to the remarkably

comprehensive open-sourced resources developed by the community. We hope

it serves to set the research results of the subsequent chapters in context and

helps inspire exploration of new directions and applications of these versatile

techniques.
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Part II

Insights on Neural Network Hidden

Representations
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CHAPTER 3

QUANTITATIVE TECHNIQUES FOR INSIGHTS ON DEEP

REPRESENTATIONS

In the following two chapters we introduce quantitative techniques to study the

hidden representations of deep neural networks. While neural network hidden

representations contain the bulk of the parameters, computation and learning,

their complexity and lack of any interpretable mapping makes them challenging

to study. One basic question is being able to meaningfully compare hidden

representations across neural networks, which, despite being fundamental, has

subtlety on how a hidden representation is even defined, and addressing the

lack of any meaningful interpretable (or comparable) mapping of representations

across neural networks

3.1 Overview of SVCCA and Analysis Insights

We begin by introducing a new approach based on an analysis of each neu-

ron’s activation vector – the scalar outputs it emits on input datapoints. With

this interpretation of neurons as vectors (and layers as subspaces, spanned by

neurons), we introduce SVCCA, Singular Vector Canonical Correlation Analysis,

an amalgamation of Singular Value Decomposition and Canonical Correlation

Analysis (CCA) [129], as a powerful method for analyzing deep representations.

The main contributions resulting from the introduction of SVCCA are the

following:
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1. We ask: is the dimensionality of a layer’s learned representation the same

as the number of neurons in the layer? Answer: No. We show that trained

networks perform equally well with a number of directions just a fraction

of the number of neurons with no additional training, provided they are

carefully chosen with SVCCA (Section 3.2.1). We explore the consequences

for model compression (Section 3.4.4).

2. We ask: what do deep representation learning dynamics look like? Answer:

Networks broadly converge bottom up. Using SVCCA, we compare layers

across time and find they solidify from the bottom up. This suggests a

simple, computationally more efficient method of training networks, Freeze

Training, where lower layers are sequentially frozen after a certain number

of timesteps (Sections 3.4.1, 3.4.2).

3. We develop a method based on the discrete Fourier transform which greatly

speeds up the application of SVCCA to convolutional neural networks

(Section 3.3).

4. We also explore an interpretability question, of when an architecture be-

comes sensitive to different classes. We find that SVCCA captures the

semantics of different classes, with similar classes having similar sensitivi-

ties, and vice versa. (Section 3.4.3).

Experimental Details Most of our experiments are performed on CIFAR-10

(augmented with random translations). The main architectures we use are a

convolutional network and a residual network. To produce a few figures, we also

use a toy regression task: training a four hidden layer fully connected network

with 1D input and 4D output, to regress on four different simple functions.
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Figure 3.1: To demonstrate SVCCA, we consider a toy regression task (regression target
as in Figure 3.3). (a) We train two networks with four fully connected hidden layers
starting from different random initializations, and examine the representation learned
by the penultimate (shaded) layer in each network. (b) The neurons with the highest
activations in net 1 (maroon) and in net 2 (green). The x-axis indexes over the dataset: in
our formulation, the representation of a neuron is simply its value over a dataset. (c) The
SVD directions — i.e. the directions of maximal variance — for each network. (d) The
top SVCCA directions. We see that each pair of maroon/green lines (starting from the
top) are almost visually identical (up to a sign). Thus, although looking at just neurons
(b) seems to indicate that the networks learn very different representations, looking at
the SVCCA subspace (d) shows that the information in the representations are (up to a
sign) nearly identical.

3.2 Measuring Representations in Neural Networks

Our goal in this paper is to analyze and interpret the representations learned by

neural networks. The critical question from which our investigation departs is:

how should we define the representation of a neuron? Consider that a neuron

at a particular layer in a network computes a real-valued function over the

network’s input domain. In other words, if we had a lookup table of all possible

input→ output mappings for a neuron, it would be a complete portrayal of that

neuron’s functional form.

However, such infinite tables are not only practically infeasible, but are also

problematic to process into a set of conclusions. Our primary interest is not in
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the neuron’s response to random data, but rather in how it represents features of

a specific dataset (e.g. natural images). Therefore, in this study we take a neuron’s

representation to be its set of responses over a finite set of inputs — those drawn from

some training or validation set.

More concretely, for a given dataset X = {x1, · · · xm} and a neuron i on layer l,

zzzl
i, we define zzzl

i to be the vector of outputs on X, i.e.

zzzl
i = (zzzl

i(x1), · · · , zzzl
i(xm))

Note that this is a different vector from the often-considered vector of the “rep-

resentation at a layer of a single input.” Here zzzl
i is a single neuron’s response

over the entire dataset, not an entire layer’s response for a single input. In this

view, a neuron’s representation can be thought of as a single vector in a high-

dimensional space. Broadening our view from a single neuron to the collection

of neurons in a layer, the layer can be thought of as the set of neuron vectors

contained within that layer. This set of vectors will span some subspace. To

summarize:

Considered over a dataset X with m examples, a neuron is a vector in Rm.

A layer is the subspace of Rm spanned by its neurons’ vectors.

Within this formalism, we introduce Singular Vector Canonical Correlation

Analysis (SVCCA) as a method for analysing representations. SVCCA proceeds

as follows:

• Input: SVCCA takes as input two (not necessarily different) sets of neurons

(typically layers of a network) l1 = {zzzl1
1 , ..., zzz

l1
m1} and l2 = {zzzl2

1 , ..., zzz
l2
m2}
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• Step 1 First SVCCA performs a singular value decomposition of each

subspace to get sub-subspaces l′1 ⊂ l1, l′2 ⊂ l2 which comprise of the most

important directions of the original subspaces l1, l2. In general we take

enough directions to explain 99% of variance in the subspace. This is

especially important in neural network representations, where as we will

show many low variance directions (neurons) are primarily noise.

• Step 2 Second, compute the Canonical Correlation similarity ([129]) of l′1, l
′
2:

linearly transform l′1, l
′
2 to be as aligned as possible and compute correlation

coefficients. In particular, given the output of step 1, l′1 = {zzz′l11 , ..., zzz
′l1
m′1
}, l′2 =

{zzz′l21 , ..., zzz
′l2
m′2
}, CCA linearly transforms these subspaces l̃1 = WXl′1, l̃2 = WY l′2

such as to maximize the correlations corrs = {ρ1, . . . ρmin(m′1,m
′
2)} between the

transformed subspaces.

• Output: With these steps, SVCCA outputs pairs of aligned directions,

(z̃zzl1
i , z̃zz

l2
i ) and how well they correlate, ρi. Step 1 also produces intermediate

output in the form of the top singular values and directions.

For a more detailed description of each step, see the Appendix. SVCCA can

be used to analyse any two sets of neurons. In our experiments, we utilize this

flexibility to compare representations across different random initializations,

architectures, timesteps during training, and specific classes and layers.

Figure 3.1 shows a simple, intuitive demonstration of SVCCA. We train a

small network on a toy regression task and show each step of SVCCA, along

with the resulting very similar representations. SVCCA is able to find hidden

similarities in the representations.
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3.2.1 Distributed Representations

An important property of SVCCA is that it is truly a subspace method: both

SVD and CCA work with span(zzz1, . . . , zzzm) instead of being axis aligned to the zzzi

directions. SVD finds singular vectors zzz′i =
∑m

j=1 si jzzz j, and the subsequent CCA

finds a linear transform W, giving orthogonal canonically correlated directions

{z̃zz1, . . . , z̃zzm} = {
∑m

j=1 w1 jzzz′j, . . . ,
∑m

j=1 wm jzzz′j}. In other words, SVCCA has no prefer-

ence for representations that are neuron (axes) aligned.

If representations are distributed across many dimensions, then this is a

desirable property of a representation analysis method. Previous studies have

reported that representations may be more complex than either fully distributed

or axis-aligned [306, 183] but this question remains open.

We use SVCCA as a tool to probe the nature of representations via two

experiments:

(a) We find that the subspace directions found by SVCCA are disproportion-

ately important to the representation learned by a layer, relative to neuron-

aligned directions.

(b) We show that at least some of these directions are distributed across many

neurons.

Experiments for (a), (b) are shown in Figure 3.2 as (a), (b) respectively. For

both experiments, we first acquire two different representations, l1, l2, for a layer

l by training two different random initializations of a convolutional network on

CIFAR-10. We then apply SVCCA to l1 and l2 to get directions {z̃zzl1
1 , ..., z̃zz

l1
m} and
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(a) (b)Figure 3.2: Demonstration of (a) disproportionate importance of SVCCA directions,
and (b) distributed nature of some of these directions. For both panes, we first find
the top k SVCCA directions by training two conv nets on CIFAR-10 and comparing
corresponding layers. (a) We project the output of the top three layers, pool1, fc1, fc2,
onto this top-k subspace. We see accuracy rises rapidly with increasing k, with even
k � num neurons giving reasonable performance, with no retraining. Baselines of random
k neuron subspaces and max activation neurons require larger k to perform as well.
(b): after projecting onto top k subspace (like left), dotted lines then project again onto
m neurons, chosen to correspond highly to the top k-SVCCA subspace. Many more
neurons are needed than k for better performance, suggesting distributedness of SVCCA
directions.

{z̃zzl2
1 , ..., z̃zz

l2
m}, ordered according to importance by SVCCA, with each z̃zzli

j being a

linear combination of the original neurons, i.e. z̃zzli
j =

∑m
r=1 α

(li)
jr zzzli

r .

For different values of k < m, we can then restrict layer li’s output to lie in the

subspace of span(z̃zzli
1, . . . , z̃zz

li
k ), the most useful k-dimensional subspace as found by

SVCCA, done by projecting each neuron into this k dimensional space.

We find — somewhat surprisingly — that very few SVCCA directions are

required for the network to perform the task well. As shown in Figure 3.2(a),

for a network trained on CIFAR-10, the first 25 dimensions provide nearly the

same accuracy as using all 512 dimensions of a fully connected layer with 512

neurons. The accuracy curve rises rapidly with the first few SVCCA directions,
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and plateaus quickly afterwards, for k � m. This suggests that the useful

information contained in m neurons is well summarized by the subspace formed

by the top k SVCCA directions. Two baselines for comparison are picking random

and maximum activation neuron aligned subspaces and projecting outputs onto

these. Both of these baselines require far more directions (in this case: neurons)

before matching the accuracy achieved by the SVCCA directions. These results

also suggest approaches to model compression, which are explored in more

detail in Section 3.4.4.

Figure 3.2(b) next demonstrates that these useful SVCCA directions are at

least somewhat distributed over neurons rather than axis-aligned. First, the

top k SVCCA directions are picked and the representation is projected onto

this subspace. Next, the representation is further projected onto m neurons,

where the m are chosen as those most important to the SVCCA directions. The

resulting accuracy is plotted for different choices of k (given by x-axis) and

different choices of m (different lines). That, for example, keeping even 100 fc1

neurons (dashed green line) cannot maintain the accuracy of the first 20 SVCCA

directions (solid green line at x-axis 20) suggests that those 20 SVCCA directions

are distributed across 5 or more neurons each, on average. Figure 3.3 shows a

further demonstration of the effect on the output of projecting onto top SVCCA

directions, here for the toy regression case.

Why the two step SV + CCA method is needed. Both SVD and CCA have

important properties for analysing network representations and SVCCA conse-

quently benefits greatly from being a two step method. CCA is invariant to affine

transformations, enabling comparisons without natural alignment (e.g. different
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Figure 3.3: The effect on the output of a latent representation being projected onto
top SVCCA directions in the toy regression task. Representations of the penultimate
layer are projected onto 2, 6, 15, 30 top SVCCA directions (from second pane). By 30, the
output looks very similar to the full 200 neuron output (left).

architectures, Section 3.4.4). See Appendix A.2 for proofs and a demonstrative

figure. While CCA is a powerful method, it also suffers from certain shortcom-

ings, particularly in determining how many directions were important to the

original space X, which is the strength of SVD. See Appendix for an example

where naive CCA performs badly. Both the SVD and CCA steps are critical to

the analysis of learning dynamics in Section 3.4.1.

3.3 Scaling SVCCA for Convolutional Layers

Applying SVCCA to convolutional layers can be done in two natural ways:

(1) Same layer comparisons: If X,Y are the same layer (at different timesteps or

across random initializations) receiving the same input we can concatenate

along the pixel (height h, width w) coordinates to form a vector: a conv layer

h × w × c maps to c vectors, each of dimension hwd, where d is the number

of datapoints. This is a natural choice because neurons at different pixel

coordinates see different image data patches to each other. When X,Y are

two versions of the same layer, these c different views correspond perfectly.
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(2) Different layer comparisons: When X,Y are not the same layer, the image

patches seen by different neurons have no natural correspondence. But we

can flatten an h × w × c conv into hwc neurons, each of dimension d. This

approach is valid for convs in different networks or at different depths.

3.3.1 Scaling SVCCA with Discrete Fourier Transforms

Applying SVCCA to convolutions introduces a computational challenge: the

number of neurons (h × w × c) in convolutional layers, especially early ones, is

very large, making SVCCA prohibitively expensive due to the large matrices

involved. Luckily the problem of approximate dimensionality reduction of large

matrices is well studied, and efficient algorithms exist, e.g. [106].

For convolutional layers however, we can avoid dimensionality reduction and

perform exact SVCCA, even for large networks. This is achieved by preprocessing

each channel with a Discrete Fourier Transform (which preserves CCA due

to invariances, see Appendix), causing all (covariance) matrices to be block-

diagonal. This allows all matrix operations to be performed block by block, and

only over the diagonal blocks, vastly reducing computation. We show:

Theorem 1. Suppose we have a translation invariant (image) dataset X and convolu-

tional layers l1, l2. Letting DFT (li) denote the discrete fourier transform applied to each

channel of li, the covariance cov(DFT (l1),DFT (l2)) is block diagonal, with blocks of size

c × c.

We make only two assumptions: 1) all layers below l1, l2 are either conv or

pooling layers with circular boundary conditions (translation equivariance) 2)
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The dataset X has all translations of the images Xi. This is necessary in the proof

for certain symmetries in neuron activations, but these symmetries typically exist

in natural images even without translation invariance, as shown in Figure App.2

in the Appendix. Below are key statements, with proofs in Appendix.

Say a single channel image dataset X of images is translation invariant if for any

(wlog n×n) image Xi ∈ X, with pixel values {zzz11, ...zzznn}, X(a,b)
i = {zzzσa(1)σb(1), ...zzzσa(n)σb(n)}

is also in X, for all 0 ≤ a, b ≤ n − 1, where σa(i) = a + i mod n (and similarly for b).

For a multiple channel image Xi, an (a, b) translation is an (a, b) height/width

shift on every channel separately. X is then translation invariant as above.

To prove Theorem 1, we first show another theorem:

Theorem 2. Given a translation invariant dataset X, and a convolutional layer l with

channels {c1, . . . ck} applied to X

(a) the DFT of ci, FcFT has diagonal covariance matrix (with itself).

(b) the DFT of ci, c j, FciFT , Fc jFT have diagonal covariance with each other.

Finally, both of these theorems rely on properties of circulant matrices and

their DFTs:

Theorem 3. The covariance matrix of ci applied to translation invariant X is circulant

and block circulant.

Theorem 4. The DFT of a circulant matrix is diagonal.
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3.4 Applications of SVCCA

3.4.1 Learning Dynamics with SVCCA

We can use SVCCA as a window into learning dynamics by comparing the repre-

sentation at a layer at different points during training to its final representation.

Furthermore, as the SVCCA computations are relatively cheap to compute com-

pared to methods that require training an auxiliary network for each comparison

[7, 183], we can compare all layers during training at all timesteps to all layers at

the final time step, producing a rich view into the learning process.

The outputs of SVCCA are the aligned directions (x̃i, ỹi), how well they align,

ρi, as well as intermediate output from the first step, of singular values and

directions, λ(i)
X , x

′(i), λ( j)
Y , y

′( j). We condense these outputs into a single value, the

SVCCA similarity ρ̄, that encapsulates how well the representations of two layers

are aligned with each other,

ρ̄ =
1

min (m1,m2)

∑
i

ρi, (3.1)

where min (m1,m2) is the size of the smaller of the two layers being compared.

The SVCCA similarity ρ̄ is the average correlation across aligned directions, and

is a direct multidimensional analogue of Pearson correlation.

The SVCCA similarity for all pairs of layers, and all time steps, is shown in

Figure 3.4 for a convnet and a resnet architecture trained on CIFAR10.
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Figure 3.4: Learning dynamics plots for conv (top) and res (bottom) nets trained on
CIFAR-10. Each pane is a matrix of size layers × layers, with each entry showing the
SVCCA similarity ρ̄ between the two layers. Note that learning broadly happens ‘bottom
up’ – layers closer to the input seem to solidify into their final representations with the
exception of the very top layers. Per layer plots are included in the Appendix. Other
patterns are also visible – batch norm layers maintain nearly perfect similarity to the
layer preceding them due to scaling invariance (with a slight reduction since batch norm
changes the SVD directions which capture 99% of the variance). In the resnet plot, we
see a stripe like pattern due to skip connections inducing high similarities to previous
layers.

3.4.2 Freeze Training

Observing in Figure 3.4 that networks broadly converge from the bottom up,

we propose a training method where we successively freeze lower layers during

training, only updating higher and higher layers, saving all computation needed

for deriving gradients and updating in lower layers.

We apply this method to convolutional and residual networks trained on

CIFAR-10, Figure 3.5, using a linear freezing regime: in the convolutional net-

work, each layer is frozen at a fraction (layer number/total layers) of total training
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Figure 3.5: Freeze Training reduces training cost and improves generalization. We
apply Freeze Training to a convolutional network on CIFAR-10 and a residual network
on CIFAR-10. As shown by the grey dotted lines (which indicate the timestep at which
another layer is frozen), both networks have a ‘linear’ freezing regime: for the convo-
lutional network, we freeze individual layers at evenly spaced timesteps throughout
training. For the residual network, we freeze entire residual blocks at each freeze step.
The curves were averaged over ten runs.

time, while for resnets, each residual block is frozen at a fraction (block num-

ber/total blocks). The vertical grey dotted lines show which steps have another

set of layers frozen. Aside from saving computation, Freeze Training appears to

actively help generalization accuracy, like early stopping but with different layers

requiring different stopping points.

3.4.3 Interpreting Representations: when are classes learned?

We also can use SVCCA to compare how correlated representations in each layer

are with the logits of each class in order to measure how knowledge about the

target evolves throughout the network. In Figure 3.6 we apply the DFT CCA

technique on the Imagenet Resnet [117]. We take five different classes and for

different layers in the network, compute the DFT CCA similarity between the

logit of that class and the network layer. The results successfully reflect semantic

aspects of the classes: the firetruck class sensitivity line is clearly distinct from
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the fact that each pair consists of visually similar looking images. Firetruck also appears
to be easier for the network to learn, with greater sensitivity displayed much sooner.

in bncv bncv bncv bncv bncv bncv bncv bn

Resnet layers

p2

bn2

c5

c4

c3

p1

bn1

c2

c1

in

C
o
n
v
n
e
t 

la
y
e
rs

DFT CCA similarity between 
 Resnet and Convnet on CIFAR10

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Figure 3.7: We plot the CCA similarity using the Discrete Fourier Transform between
convolutional layers of a Resnet and Convnet trained on CIFAR-10. We find that the
lower layers of both models are noticeably similar to each other, and get progressively
less similar as we compare higher layers. Note that the highest layers of the resnet are
least similar to the lower layers of the convnet.

the two pairs of dog breeds, and network develops greater sensitivity to firetruck

earlier on. The two pairs of dog breeds, purposefully chosen so that each pair is

similar to the other in appearance, have cca similarity lines that are very close to

each other through the network, indicating these classes are similar to each other.
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3.4.4 Other Applications: Cross Model Comparison and com-

pression

SVCCA similarity can also be used to compare the similarity of representations

across different random initializations, and even different architectures. We

compare convolutional networks on CIFAR-10 across random initializations

(Appendix) and also a convolutional network to a residual network in Figure 3.7,

using the DFT method described in 3.3.

In Figure 3.3, we saw that projecting onto the subspace of the top few SVCCA

directions resulted in comparable accuracy. This observations motivates an ap-

proach to model compression. In particular, letting the output vector of layer l be

xxx(l) ∈ Rn×1, and the weights W (l), we replace the usual W (l)xxx(l) with (W (l)PT
x )(Pxxxx(l))

where Px is a k × n projection matrix, projecting xxx onto the top SVCCA directions.

This bottleneck reduces both parameter count and inference computational cost

for the layer by a factor ∼ k
n . In Figure App.5 in the Appendix, we show that we

can consecutively compress top layers with SVCCA by a significant amount (in

one case reducing each layer to 0.35 original size) and hardly affect performance.

3.5 Chapter Summary

In this chapter we introduced SVCCA, an algorithm which enables the mean-

ingful comparison of hidden representations between different neural network

layers and architectures. Using SVCCA we obtain novel insights into the learning

dynamics and learned representations of common neural network architectures.
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These insights motivated a new Freeze Training technique which can reduce

the number of flops required to train networks and potentially even increase

generalization performance. We observe that CCA similarity can be a helpful

tool for interpretability, with sensitivity to different classes reflecting their se-

mantic properties. This technique also motivates a new algorithm for model

compression.

100



CHAPTER 4

IMPROVING ROBUSTNESS OF REPRESENTATION ANALYSIS AND

APPLICATIONS TO GENERALIZATION

Building on the results of Chapter 3, we continue the investigation into the hid-

den (distributed) representations of neural networks. Specifically, we analyse

the technique introduced in [253], and identify a key challenge: the method does

not effectively distinguish between the signal and the noise in the representation.

We address this via a better aggregation technique (Section 4.1.2). Building off

of [221], we demonstrate that groups of networks which generalize converge to

more similar solutions than those which memorize (Section 4.2.1), that wider net-

works converge to more similar solutions than narrower networks (Section 4.2.2),

and that networks with identical topology but distinct learning rates converge

to a small set of diverse solutions (Section 4.2.3). Using CCA to analyze RNN

representations over training, we find that, as with CNNs [253], RNNs exhibit

bottom-up convergence (Section 4.3.1). Across sequence timesteps, however, we

find that RNN representations vary significantly (Section B.0.3).

4.1 Canonical Correlation Analysis on Neural Network Repre-

sentations

Canonical Correlation Analysis [128], is a statistical technique for relating two

sets of observations arising from an underlying process. It identifies the ’best’

(maximizing correlation) linear relationships (under mutual orthogonality and

norm constraints) between two sets of multidimensional variates.
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Concretely, in our setting, the underlying process is a neural network being

trained on some task. The multidimensional variates are neuron activation vectors

over some dataset X. As in [253], a neuron activation vector denotes the outputs

a single neuron z has on X. If X = {x1, ..., xm}, then the neuron z outputs scalars

z(x1), ..., z(xm), which can be stacked to form a vector.1

A single neuron activation vector is one multidimensional variate, and a layer

of neurons gives us a set of multidimensional variates. In particular, we can

consider two layers, L1, L2 of a neural network as two sets of observations, to

which we can then apply CCA, to determine the similarity between two layers.

Crucially, this similarity measure is invariant to (invertible) affine transforms

of either layer, which makes it especially apt for neural networks, where the

representation at each layer typically goes through an affine transform before

later use. Most importantly, it also enables comparisons between different neural

networks,2 which is not naively possible due to a lack of any kind of neuron to

neuron alignment.

4.1.1 Mathematical Details of Canonical Correlation

Here we overview the formal mathematical interpretation of CCA, as well as the

optimization problem to compute it. Let L1, L2 be a × n and b × n dimensional

matrices respectively, with L1 representing a multidimensional variates, and L2

representing b multidimensional variates. We wish to find vectors w, s in Ra,Rb

1This is different than the vector of all neuron outputs on a single input: z1(x1), ..., zN(x1), which
is also sometimes referred to as an activation vector.

2Including those with different topologies such that L1 and L2 have different sizes.
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respectively, such that the dot product

ρ =
〈wT L1, sT L2〉

||wT L1|| · ||sT L2||

is maximized. Assuming the variates in L1, L2 are centered, and letting ΣL1,L1

denote the a by a covariance of L1, ΣL2,L2 denote the b by b covariance of L2, and

ΣL1,L2 the cross covariance:

〈wT L1, sT L2〉

||wT L1|| · ||sT L2||
=

wT ΣL1,L2 s√
wT ΣL1,L1w

√
sT ΣL2,L2 s

We can change basis, to w = Σ
−1/2
L1,L1

u and s = Σ
−1/2
L2,L2

v to get

wT ΣL1,L2 s√
wT ΣL1,L1w

√
sT ΣL2,L2 s

=
uT Σ

−1/2
L1,L1

ΣL1,L2Σ
−1/2
L2,L2

v
√

uT u
√

vT v
(*)

which can be solved with a singular value decomposition:

Σ
−1/2
L1,L1

ΣL1,L2Σ
−1/2
L2,L2

= UΛV

with u, v in (*) being the first left and right singular vectors, and the top singular

value of Λ corresponding to the canonical correlation coefficient ρ ∈ [0, 1], which

tells us how well correlated the vectors wT L1 = uT Σ
−1/2
L1,L1

L1 and sT L2 = vT Σ
−1/2
L2,L2

L2

(both vectors in Rn) are.

In fact, u, v, ρ are really the first in a series, and can be denoted u(1), v(1), ρ(1).

Next in the series are u(2), v(2), the second left and right singular vectors, and ρ(2)

the corresponding second highest singular value of Λ. ρ(2) denotes the correla-

tion between (u(2))T Σ
−1/2
L1,L1

L1 and (v(2))T Σ
−1/2
L2,L2

L2, which is the next highest possible

correlation under the constraint that 〈u(1), u(2)〉 = 0 and 〈v(1), v(2)〉 = 0.

The output of CCA is a series of singular vectors u(i), v(i) which are pairwise

orthogonal, their corresponding vectors in Rn: (u(i))T Σ
−1/2
L1,L1

L1 and (v(i))T Σ
−1/2
L2,L2

L2,
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Figure 4.1: CCA distinguishes between stable and unstable parts of the representa-
tion over the course of training. Sorted CCA coefficients (ρ(i)

t ) comparing representa-
tions between layer L at times t through training with its representation at the final
timestep T for CNNs trained on CIFAR-10 (a), and RNNs trained on PTB (b) and
WikiText-2 (c). For all of these networks, at time t0 < T (indicated in title), the perfor-
mance converges to match final performance (see Figure App.1). However, many ρ(i)

t
are unconverged, corresponding to unnecessary parts of the representation (noise). To
distinguish between the signal and noise portions of the representation, we apply CCA
between L at timestep tearly early in training, and L at timestep T/2 to get ρT/2. We take
the 100 top converged vectors (according to ρT/2) to form S , and the 100 least converged
vectors to form B. We then compute CCA similarity between S and L at time t > tearly,
and similarly for B. S remains stable through training (signal), while B rapidly becomes
uncorrelated (d-f). Note that the sudden spike at T/2 in the unstable representation is
because it is chosen to be the least correlated with step T/2.

and finally their correlation coefficient ρ(i) ∈ [0, 1], with ρ(i) ≤ ρ( j), i > j. Letting

c = min(a, b), we end up with c non-zero ρ(i).

Note that the orthogonality of u(i), u( j) also results in the orthogonality of

(u(i))T Σ
−1/2
L1,L1

L1, (u( j))T Σ
−1/2
L1,L1

L1, as

〈(u(i))T Σ
−1/2
L1,L1

L1, (u( j))T Σ
−1/2
L1,L1

L1〉 = (u(i))T Σ
−1/2
L1,L1

L1LT
1 Σ
−1/2
L1,L1

(u( j)) = (u(i))T (u( j)) = 0 (**)

and so our CCA directions are also orthogonal.
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4.1.2 Beyond Mean CCA Similarity

To determine the representational similarity between two layers L1, L2, [253]

prunes neurons with a preprocessing SVD step, and then applies CCA to L1, L2.

They then represent the similarity of L1, L2 by the mean correlation coefficient.

Adapting this to make a distance measure, dS VCCA(L1, L2):

dS VCCA(L1, L2) = 1 −
1
c

c∑
i=1

ρ(i)

One drawback with this measure is that it implicitly assumes that all c CCA

vectors are equally important to the representations at layer L1. However, there

has been ample evidence that DNNs do not rely on the full dimensionality of a

layer to represent high performance solutions [171, 75, 12, 219, 182, 221, 180]. As

a result, the mean correlation coefficient will typically underestimate the degree

of similarity.

To investigate this further, we first asked whether, over the course of training,

all CCA vectors converge to their final representations before the network’s

performance converges. To test this, we computed the CCA similarity between

layer L at times t throughout training with layer L at the final timestep T . Viewing

the sorted CCA coefficients ρ, we can see that many of the coefficients continue

to change well after the network’s performance has converged (Figure 4.1a-c,

Figure App.1). This result suggests that the unconverged coefficients and their

corresponding vectors may represent “noise” which is unnecessary for high

network performance.

We next asked whether the CCA vectors which stabilize early in training
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Figure 4.2: Projection weighted (PWCCA) vs. SVCCA vs. unweighted mean Un-
weighted mean (blue) and projection weighted mean (red) were used to compare syn-
thetic ground truth signal and uncommon (noise) structure, each of fixed dimensionality.
As the signal to noise ratio decreases, the unweighted mean underestimates the shared
structure, while the projection weighted mean remains largely robust. SVCCA performs
better than the unweighted mean but less well than the projection weighting.

remain stable. To test this, we computed the CCA vectors between layer L at

timestep tearly in training and timestep T/2. We then computed the similarity

between the top 100 vectors (those which stabilized early) and the bottom 100

vectors (those which had not stabilized) with the representation at all other

training times. Consistent with our intuition, we found that those vectors which

stabilized early remained stable, while the unstable vectors continued to vary,

and therefore likely represent noise.

These results suggest that task-critical representations are learned by midway

through training, while the noise only approaches its final value towards the end.

We therefore suggest a simple and easy to compute variation that takes this into

account. We also discuss an alternate approach in Section B.0.2.

Projection Weighting One way to address this issue is to replace the mean by

a weighted mean, in which canonical correlations which are more important to

the underlying representation have higher weight. We propose a simple method,

projection weighting, to determine these weights. We base our proposition on the
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hypothesis that CCA vectors that account for (loosely speaking) a larger propor-

tion of the original outputs are likely to be more important to the underlying

representation.

More formally, let layer L1, have neuron activation vectors [z1, ..., za], and CCA

vectors hi = (u(i))T Σ
−1/2
L1,L1

L1. We know from (**) that hi, h j are orthogonal. Because

computing CCA can result in the accrual of small numerical errors [321], we

first explicitly orthonormalize h1, ..., hc via Gram-Schmidt. We then identify how

much of the original output is accounted for by each hi:

α̃i =
∑

j

∣∣∣〈hi, z j〉
∣∣∣

Normalizing this to get weights αi, with
∑

i αi = 1, we can compute the projection

weighted CCA distance3:

d(L1, L2) = 1 −
c∑

i=1

αiρ
(i)

As a simple test of the benefits of projection weighting, we constructed a toy

case in which we used CCA to compare the representations of two networks with

common (signal) and uncommon (noise) structure, each of a fixed dimensionality.

We then used the naive mean and projected weighted mean to measure the

CCA distance between these two networks as a function of the ratio of signal

dimensions to noise dimensions. As expected we found that while the naive

mean was extremely sensitive to this ratio, the projection weighted mean was

largely robust (Figure 4.2).

3We note that this is technically a pseudo-distance rather than a distance as it is non-symmetric.
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4.2 Using CCA to measure similarity of converged solutions

Because CCA measures the distance between two representations independent

of linear transforms, it enables formerly difficult comparisons between the repre-

sentations of different networks. Here, we use this property of CCA to evaluate

whether groups of networks trained on CIFAR-10 with different random initial-

izations converge to similar solutions under the following conditions:

• When trained on identically randomized labels (as in [370]) or on the true

labels (Section 4.2.1)

• As network width is varied (Section 4.2.2)

• In a large sweep of 200 networks (Section 4.2.3)

4.2.1 Generalizing networks converge to more similar solu-

tions than memorizing networks

It has recently been observed that DNNs are capable of solving image classifi-

cation tasks even when the labels have been randomly permuted [370]. Such

networks must, by definition, memorize the training data, and therefore cannot

generalize beyond the training set. However, the representational properties

which distinguish networks which memorize from those which generalize re-

main unclear.

In particular, we hypothesize that the representational similarity in a group

of generalizing networks (networks trained on the true labels) should differ from
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Figure 4.3: Generalizing networks converge to more similar solutions than mem-
orizing networks. Groups of 5 networks were trained on CIFAR-10 with either true
labels (generalizing) or a fixed random permutation of the labels (memorizing). The
pairwise CCA distance was then compared within each group and between generalizing
and memorizing networks (inter) for each layer, based on the training data, and the
projection weighted CCA coefficient (with thresholding to remove low variance noise.)
While both categories converged to similar solutions in early layers, likely reflecting
convergent edge detectors, etc., generalizing networks converge to significantly more
similar solutions in later layers. At the softmax, sets of both generalizing and memoriz-
ing networks converged to nearly identical solutions, as all networks achieved near-zero
training loss. Error bars represent mean ± std weighted mean CCA distance across
pairwise comparisons.

the representational similarity of memorizing networks (networks trained on

random labels.)

To test this hypothesis, we trained groups of five networks with identical

topology on either unmodified CIFAR-10 or CIFAR-10 with random labels (the

same set of random labels was used for all networks), all of which were trained
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to near-zero training loss4. Critically, the randomization of CIFAR-10 labels was

consistent for all networks. To evaluate the similarity of converged solutions, we

then measured the pairwise projection weighted CCA distance for each layer

among networks trained on unmodified CIFAR-10 (“Generalizing”), among net-

works trained on randomized label CIFAR-10 (“Memorizing”) and between each

pair of networks trained on unmodified and random label CIFAR-10 (“Inter”).

For all analyses, the representation in a given layer was obtained by averaging

across all spatial locations within each filter.

Remarkably, we found that not only do generalizing networks converge

to more similar solutions than memorizing networks (to be expected, since

generalizing networks are more constrained), but memorizing networks are as

similar to each other as they are to a generalizing network. This result suggests

that the solutions found by memorizing networks were as diverse as those found

across entirely different dataset labellings.

We also found that at early layers, all networks converged to equally similar

solutions, regardless of whether they generalize or memorize (Figure 4.3). Intu-

itively, this makes sense as the feature detectors found in early layers of CNNs

are likely required regardless of the dataset labelling. In contrast, however, at

later layers, groups of generalizing networks converged to substantially more

similar solutions than groups of memorizing networks (Figure 4.3). Even among

networks which generalize, the CCA distance between solutions found in later

layers was well above zero, suggesting that the solutions found were quite di-

verse. At the softmax layer, sets of both generalizing and memorizing networks

converged to highly similar solutions when CCA distance was computed based

4Details of the architectures and training procedures for this and following experiments can
be found in Appendix B.0.4.
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on training data; when test data was used, however, only generalizing networks

converged to similar softmax outputs (Figure App.10), again reflecting that each

memorizing network memorizes the training data using a different strategy.

Importantly, because each network learned a different linear transform of

a similar solution, traditional distance metrics, such as cosine or Euclidean

distance, were insufficient to reveal this difference (Figure App.5). Additionally,

while unweighted CCA revealed the same broad pattern, it does not reveal that

generalizing networks get more similar in the final two layers (Figure App.9).

4.2.2 Wider networks converge to more similar solutions

In the model compression literature, it has been repeatedly noted that while

networks are robust to the removal of a large fraction of their parameters (in

some cases, as many as 90%), networks initialized and trained from the start

with fewer parameters converge to poorer solutions than those derived from

pruning a large networks [108, 109, 75, 12, 219, 182]. Recently, [83] proposed the

“lottery ticket hypothesis,” which hypothesizes that larger networks are more

likely to converge to good solutions because they are more likely to contain a

sub-network with a “lucky” initialization. If this were true, we might expect that

groups of larger networks are more likely to contain the same “lottery ticket”

sub-network and are therefore more likely to converge to similar solutions than

smaller networks.

To test this intuition, we trained groups of convolutional networks with in-

creasing numbers of filters at each layer. We then used projection weighted CCA
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Figure 4.4: Larger networks converge to more similar solutions. Groups of 5 networks
with different random initializations were trained on CIFAR-10. Pairwise CCA distance
was computed for members of each group. Groups of larger networks converged to
more similar solutions than groups of smaller networks (a). Test accuracy was highly
correlated with degree of convergent similarity, as measured by CCA distance (b).

to measure the pairwise similarity between each group of networks of the same

size. Consistent with our intuition, we found that larger networks converged to

much more similar solutions than smaller networks (Figure 4.4).5 This is also

consistent with the equivalence of deep networks to Gaussian processes (GPs)

in the limit of infinite width [173, 208]. If each unit in a layer corresponds to a

draw from a GP, then as the number of units increases the CCA distance will go

to zero.

Interestingly, we also found that networks which converged to more similar

solutions also achieved noticeably higher test accuracy. In fact, we found that

across pairs of networks, the correlation between test accuracy and the pairwise

CCA distance was -0.96 (Figure 4.4), suggesting that the CCA distance between

groups of identical networks with different random initializations (computed

using the train data) may serve as a strong predictor of test accuracy. It may therefore

5To control for variability in CCA distance due to comparisons across representations of
different sizes, a random subset of 128 filters from the final layer were used for all network
comparisons. This bias should, if anything, lead to an overestimate of the distance between
groups of larger networks, as they are more heavily subsampled.
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Figure 4.5: CCA reveals clusters of converged solutions across networks with differ-
ent random initializations and learning rates. 200 networks with identical topology
and varying learning rates were trained on CIFAR-10. CCA distance between the eighth
layer of each pair of networks was computed, revealing five distinct subgroups of net-
works (a). These five subgroups align almost perfectly with the subgroups discovered in
[221] (b; colors correspond to bars in a), despite the fact that the clusters in [221] were
generated using robustness to cumulative ablation, an entirely separate metric.

enable accurate prediction of test performance without requiring the use of a

validation set.

4.2.3 Across many initializations and learning rates, networks

converge to discriminable clusters of solutions

Here, we ask whether networks trained on the same data with different ini-

tializations and learning rates converge to the same solutions. To test this, we

measured the pairwise CCA distance between networks trained on unmodified

CIFAR-10. Interestingly, when we plotted the pairwise distance matrix (Figure

4.5), we observed a block diagonal structure consistent with five clusters of con-

verged network solutions, with one cluster highly dissimilar to the other four

clusters. Despite the fact that these networks all achieved similar train loss (and

many reached similar test accuracy as well), these clusters corresponded with
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the learning rate used to train each network. This result suggests that there exist

multiple minima in the optimization landscape to which networks may converge

which are largely specified by the optimization parameters.

In [221], the authors also observed clusters of network solutions using the

relationship between networks’ robustness to cumulative deletion or “ablation”

of filters and generalization error. To test whether the same clusters are found

via these distinct approaches, we assigned a color to each cluster found using

CCA (see bars on left and top in Figure 4.5), and used these colors to identify the

same networks in a plot of ablation robustness vs. generalization error (Figure

4.5). Surprisingly, the clusters found using CCA aligned nearly perfectly with

those observed using ablation robustness.

This result suggests not only that networks with different learning rates

converge to distinct clusters of solutions, but also that these clusters can be

uncovered independently using multiple methods, each of which measures a

different property of the learned solution. Moreover, analyzing these networks

using traditional metrics, such as generalization error, would obscure the differ-

ences between many of these networks.

4.3 CCA on Recurrent Neural Networks

So far, CCA has been used to study feedforward networks. We now use CCA to

investigate RNNs. Our RNNs are LSTMs used for the Penn Treebank (PTB) and

WikiText-2 (WT2) language modelling tasks, following the implementation in

[210, 211].
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One specific question we explore is whether the learning dynamics of RNNs

mirror the “bottom up” convergence observed in the feedforward case in [253],

as well as investigating whether CCA produces qualitatively better outputs than

other metrics. However, in the case of RNNs, there are two possible notions of

“time”. There is the training timestep, which affects the values of the weights, but

also a ‘sequence timestep’ – the number of tokens of the sequence that have been

fed into the recurrent net. This latter notion of time does not explicitly change

the weights, but results in updated values of the cell state and hidden state of

the network, which of course affect the representations of the network.

In this work, we primarily focus on the training notion of time; however,

we perform a preliminary investigation of the sequence notion of time as

well, demonstrating that CCA is capable of finding similarity across sequence

timesteps which are missed by traditional metrics (Figures App.2, App.4), but

also that even CCA often fails to find similarity in the hidden state across se-

quence timesteps, suggesting that representations over sequence timesteps are

often not linearly similar (Figure App.3).

4.3.1 Learning Dynamics Through Training Time

To measure the convergence of representations through training time, we com-

puted the projection weighted mean CCA value for each layer’s representation

throughout training to its final representation. We observed bottom-up conver-

gence in both Penn Treebank and WikiText-2 (Figure 4.6a-b). We repeated these

experiments with cosine and Euclidean distance (Figure App.8), finding that

while these other metrics also reveal a bottom up convergence, the results with
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Figure 4.6: RNNs exhibit bottom-up learning dynamics. To test whether layers con-
verge to their final representation over the course of training with a particular structure,
we compared each layer’s representation over the course of training to its final rep-
resentation using CCA. In shallow RNNs trained on PTB (a), and WikiText-2 (b), we
observed a clear bottom-up convergence pattern, in which early layers converge to
their final representation before later layers. In deeper RNNs trained on WikiText-2,
we observed a similar pattern (c). Importantly, the weighted mean reveals this effect
much more accurately than the unweighted mean, which is also supported by control
experiments (Figure App.8) (d), revealing the importance of appropriate weighting of
CCA coefficients.

CCA highlight this phenomena much more clearly.

We also observed bottom-up convergence in a deeper LSTM trained on

WikiText-2 (the larger dataset) (Figure 4.6). Interestingly, we found that this

result changes noticeably if we use the unweighted mean CCA instead, demon-

strating the importance of the weighting scheme (Figure 4.6).

4.4 Chapter Discussion and Future Directions

In this study, we developed CCA as a tool to gain insights on many representa-

tional properties of deep neural networks. We found that the representations

in hidden layers of a neural network contain both “signal” components, which

are stable over training and correspond to performance curves, and an unstable

“noise” component. Using this insight, we proposed projection weighted CCA,
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adapting [253]. Leveraging the ability of CCA to compare across different net-

works, we investigated the properties of converged solutions of convolutional

neural networks (Section 4.2), finding that networks which generalize converge

to more similar solutions than those which memorize (Section 4.2.1), that wider

networks converge to more similar solutions than narrow networks (Section

4.2.2), and that across otherwise identical networks with different random initial-

izations and learning rates, networks converge to diverse clusters of solutions

(Section 4.2.3). We also used projection weighted CCA to study the dynamics

(both across training time and sequence steps) of RNNs, (Section 4.3), finding

that RNNs exhibit bottom-up convergence over the course of training (Section

4.3.1), and that across sequence timesteps, RNN representations vary nonlinearly

(Section B.0.3).

One interesting direction for future work is to examine what is unique about

directions which are preserved across networks trained with different initializa-

tion. Previous work has demonstrated that these directions are sufficient for the

network computation [253], but the properties that make these directions special

remain unknown. Furthermore, the attributes which specifically distinguish

the diverse solutions found in Figure 4.5 remain unclear. We also observed that

networks which converge to similar solutions exhibit higher generalization per-

formance (Figure 4.4). In future work, it would be interesting to explore whether

this insight could be used as a regularizer to improve network performance.

Additionally, it would be useful to explore whether this result is consistent in

RNNs as well as CNNs. Another interesting direction would be to investigate

which aspects of the representation present in RNNs is stable over time and

which aspects vary. Additionally, in previous work [253], it was observed that

fixing layers in CNNs over the course of training led to better test performance
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(“freeze training”). An interesting open question would be to investigate whether

a similar training protocol could be adapted for RNNs.
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Part III

Informing Algorithms for Efficient

Learning
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CHAPTER 5

RAPID LEARNING OR FEATURE REUSE? INVESTIGATING FEW-SHOT

LEARNING VIA META-LEARNING

In the following two chapters, we study algorithms for training machine learn-

ing systems more efficiently. Specifically, a core challenge in the application of

machine learning systems to (especially) specialized domains such as medicine

is getting access to enough training data. We study two learning methods that

can be used to mitigate these issues, few-shot learning and (in the next chapter)

transfer learning.

In few-shot learning, new tasks must be learned with a very limited num-

ber of labelled datapoints. A significant body of work has looked at tackling

this challenge using meta-learning approaches [158, 327, 295, 76, 277, 259, 225].

Broadly speaking, these approaches define a family of tasks, some of which are

used for training and others solely for evaluation. A proposed meta-learning

algorithm then looks at learning properties that generalize across the different

training tasks, and result in fast and efficient learning of the evaluation tasks.

One highly successful meta-learning algorithm has been Model Agnostic Meta-

Learning (MAML) [76]. At a high level, the MAML algorithm is comprised of

two optimization loops. The outer loop (in the spirit of meta-learning) aims

to find an effective meta-initialization, from which the inner loop can perform

efficient adaptation – optimize parameters to solve new tasks with very few

labelled examples. This algorithm, with deep neural networks as the underlying

model, has been highly influential, with significant follow on work, such as first

order variants [225], probabilistic extensions [79], augmentation with generative
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modelling [272], and many others [133, 78, 97, 318].

Despite the popularity of MAML, and the numerous followups and exten-

sions, there remains a fundamental open question on the basic algorithm. Does

the meta-initialization learned by the outer loop result in rapid learning on unseen

test tasks (efficient but significant changes in the representations) or is the success

primarily due to feature reuse (with the meta-initialization already providing high

quality representations)? In this chapter, we explore this question and its many

surprising consequences. Our main contributions are:

• We perform layer freezing experiments and latent representational analysis

of MAML, finding that feature reuse is the predominant reason for efficient

learning.

• Based on these results, we propose the ANIL (Almost No Inner Loop) algo-

rithm, a significant simplification to MAML that removes the inner loop

updates for all but the head (final layer) of a neural network during training

and inference. ANIL performs identically to MAML on standard bench-

mark few-shot classification and RL tasks and offers computational benefits

over MAML.

• We study the effect of the head of the network, finding that once training is

complete, the head can be removed, and the representations can be used

without adaptation to perform unseen tasks, which we call the No Inner

Loop (NIL) algorithm.

• We study different training regimes, e.g. multiclass classification, multitask

learning, etc, and find that the task specificity of MAML/ANIL at training

facilitate the learning of better features. We also find that multitask training,
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a popular baseline with no task specificity, performs worse than random

features.

• We discuss rapid learning and feature reuse in the context of other meta-

learning approaches.

5.1 Related Work

MAML [76] is a highly popular meta-learning algorithm for few-shot learning,

achieving competitive performance on several benchmark few-shot learning

problems [158, 327, 295, 277, 259, 225]. It is part of the family of optimization-

based meta-learning algorithms, with other members of this family presenting

variations around how to learn the weights of the task-specific classifier. For

example [176, 94, 29, 175, 377] first learn functions to embed the support set and

target examples of a few-shot learning task, before using the test support set to

learn task specific weights to use on the embedded target examples. [114] also

proceeds similarly, using a Bayesian approach. The method of [21] explores a

related approach, focusing on applications in text classification.

Of these optimization-based meta-learning algorithms, MAML has been

especially influential, inspiring numerous direct extensions in recent literature

[11, 79, 97, 272]. Most of these extensions critically rely on the core structure of

the MAML algorithm, incorporating an outer loop (for meta-training), and an

inner loop (for task-specific adaptation), and there is little prior work analyzing

why this central part of the MAML algorithm is practically successful. In this

work, we focus on this foundational question, examining how and why MAML
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leads to effective few-shot learning. To do this, we utilize analytical tools such as

Canonical Correlation Analysis (CCA) [253, 220] and Centered Kernel Alignment

(CKA) [164] to study the neural network representations learned with the MAML

algorithm, which also demonstrates MAML’s ability to learn effective features

for few-shot learning.

Insights from this analysis lead to a simplified algorithm, ANIL, which al-

most completely removes the inner optimization loop with no reduction in

performance. Prior works [381, 140] have proposed algorithms where some

parameters are only updated in the outer loop and others only in the inner loop.

However, these works are motivated by different questions, such as improving

MAML’s performance or learning better representations, rather than analysing

rapid learning vs feature reuse in MAML.

5.2 MAML, Rapid Learning, and Feature Reuse

Our goal is to understand whether the MAML algorithm efficiently solves new

tasks due to rapid learning or feature reuse. In rapid learning, large representational

and parameter changes occur during adaptation to each new task as a result of

favorable weight conditioning from the meta-initialization. In feature reuse, the

meta-initialization already contains highly useful features that can mostly be

reused as is for new tasks, so little task-specific adaptation occurs. Figure 5.1

shows a schematic of these two hypotheses.

We start off by overviewing the details of the MAML algorithm, and then we

study the rapid learning vs feature reuse question via layer freezing experiments
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Figure 5.1: Rapid learning and feature reuse paradigms. In Rapid Learning, outer
loop training leads to a parameter setting that is well-conditioned for fast learning,
and inner loop updates result in significant task specialization. In Feature Reuse, the
outer loop leads to parameter values corresponding to reusable features, from which the
parameters do not move significantly in the inner loop.

and analyzing latent representations of models trained with MAML. The results

strongly support feature reuse as the predominant factor behind MAML’s success.

In Section 5.3, we explore the consequences of this, providing a significant

simplification of MAML, the ANIL algorithm, and in Section 5.5, we outline the

connections to meta-learning more broadly.

5.2.1 Overview of MAML

The MAML algorithm finds an initialization for a neural network so that new

tasks can be learnt with very few examples (k examples from each class for k-shot

learning) via two optimization loops:

• Outer Loop: Updates the initialization of the neural network parameters

(often called the meta-initialization) to a setting that enables fast adaptation

to new tasks.

• Inner Loop: Performs adaptation: takes the outer loop initialization, and,
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separately for each task, performs a few gradient updates over the k labelled

examples (the support set) provided for adaptation.

More formally, we first define our base model to be a neural network with

meta-initialization parameters θ; let this be represented by fθ. We have have a

distribution D over tasks, and draw a batch {T1, ...,TB} of B tasks from D. For

each task Tb, we have a support set of examples STb , which are used for inner loop

updates, and a target set of examplesZTb , which are used for outer loop updates.

Let θ(b)
i signify θ after i gradient updates for task Tb, and let θ(b)

0 = θ. In the inner

loop, during each update, we compute

θ(b)
m = θ(b)

m−1 − α∇θ(b)
m−1
LS Tb

( fθ(b)
m−1(θ)) (1)

for m fixed across all tasks, where LS Tb
( fθ(b)

m−1(θ)) is the loss on the support set of Tb

after m − 1 inner loop updates.

We then define the meta-loss as

Lmeta(θ) =

B∑
b=1

LZTb
( fθ(b)

m (θ))

where LZTb
( fθ(b)

m (θ)) is the loss on the target set of Tb after m inner loop updates,

making clear the dependence of fθ(b)
m

on θ. The outer optimization loop then

updates θ as

θ = θ − η∇θLmeta(θ)

At test time, we draw unseen tasks {T (test)
1 , ...,T (test)

n } from the task distribution,

and evaluate the loss and accuracy onZT (test)
i

after inner loop adaptation using

ST (test)
i

(e.g. loss is LZ
T (test)

i

(
fθ(i)

m (θ)

)
).
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5.2.2 Rapid Learning or Feature Reuse?

We now turn our attention to the key question: Is MAML’s efficacy predominantly

due to rapid learning or feature reuse? In investigating this question, there is an

important distinction between the head (final layer) of the network and the earlier

layers (the body of the network). In each few-shot learning task, there is a different

alignment between the output neurons and classes. For instance, in task T1, the

(wlog) five output neurons might correspond, in order, to the classes (dog, cat,

frog, cupcake, phone), while for a different task, T2, they might correspond, in

order, to (airplane, frog, boat, car, pumpkin). This means that the head must

necessarily change for each task to learn the new alignment, and for the rapid

learning vs feature reuse question, we are primarily interested in the behavior of

the body of the network. We return to this in more detail in Section 5.4, where

we present an algorithm (NIL) that does not use a head at test time.

To study rapid learning vs feature reuse in the network body, we perform

two sets of experiments: (1) We evaluate few-shot learning performance when

freezing parameters after MAML training, without test time inner loop adapta-

tion; (2) We use representational similarity tools to directly analyze how much

the network features and representations change through the inner loop. We use

the MiniImageNet dataset, a popular standard benchmark for few-shot learning,

and with the standard convolutional architecture in [76]. Results are averaged

over three random seeds. Full implementation details are in Appendix C.2.
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Freeze layers MiniImageNet-5way-1shot MiniImageNet-5way-5shot

None 46.9 ± 0.2 63.1 ± 0.4
1 46.5 ± 0.3 63.0 ± 0.6

1,2 46.4 ± 0.4 62.6 ± 0.6
1,2,3 46.3 ± 0.4 61.2 ± 0.5

1,2,3,4 46.3 ± 0.4 61.0 ± 0.6

Table 5.1: Freezing successive layers (preventing inner loop adaptation) does not
affect accuracy, supporting feature reuse. To test the amount of feature reuse happening
in the inner loop adaptation, we test the accuracy of the model when we freeze (prevent
inner loop adaptation) a contiguous block of layers at test time. We find that freezing
even all four convolutional layers of the network (all layers except the network head)
hardly affects accuracy. This strongly supports the feature reuse hypothesis: layers don’t
have to change rapidly at adaptation time; they already contain good features from the
meta-initialization.

Freezing Layer Representations

To study the impact of the inner loop adaptation, we freeze a contiguous subset

of layers of the network, during the inner loop at test time (after using the

standard MAML algorithm, incorporating both optimization loops, for training).

In particular, the frozen layers are not updated at all to the test time task, and

must reuse the features learned by the meta-initialization that the outer loop

converges to. We compare the few-shot learning accuracy when freezing to the

accuracy when allowing inner loop adaptation.

Results are shown in Table 5.1. We observe that even when freezing all layers

in the network body, performance hardly changes. This suggests that the meta-

initialization has already learned good enough features that can be reused as is,

without needing to perform any rapid learning for each test time task.
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Representational Similarity Experiments

We next study how much the latent representations (the latent functions) learned

by the neural network change during the inner loop adaptation phase. Following

several recent works [253, 278, 220, 203, 254, 95, 25] we measure this by apply-

ing Canonical Correlation Analysis (CCA) to the latent representations of the

network. CCA provides a way to the compare representations of two (latent)

layers L1, L2 of a neural network, outputting a similarity score between 0 (not

similar at all) and 1 (identical). For full details, see [253, 220]. In our analysis, we

take L1 to be a layer before the inner loop adaptation steps, and L2 after the inner

loop adaptation steps. We compute CCA similarity between L1, L2, averaging

the similarity score across different random seeds of the model and different test

time tasks. Full details are in Appendix C.2.2

The result is shown in Figure 5.2, left pane. Representations in the body of the

network (the convolutional layers) are highly similar, with CCA similarity scores

of > 0.9, indicating that the inner loop induces little to no functional change.

By contrast, the head of the network, which does change significantly in the

inner loop, has a CCA similarity of less than 0.5. To further validate this, we

also compute CKA (Centered Kernel Alignment) [164] (Figure 5.2 right), another

similarity metric for neural network representations, which illustrates the same

pattern. These representational analysis results strongly support the feature

reuse hypothesis, with further results in the Appendix, Sections C.2.3 and C.2.4

providing yet more evidence.
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Figure 5.2: High CCA/CKA similarity between representations before and after
adaptation for all layers except the head. We compute CCA/CKA similarity between
the representation of a layer before the inner loop adaptation and after adaptation. We ob-
serve that for all layers except the head, the CCA/CKA similarity is almost 1, indicating
perfect similarity. This suggests that these layers do not change much during adaptation,
but mostly perform feature reuse. Note that there is a slight dip in similarity in the
higher conv layers (e.g. conv3, conv4); this is likely because the slight representational
differences in conv1, conv2 have a compounding effect on the representations of conv3,
conv4. The head of the network must change significantly during adaptation, and this is
reflected in the much lower CCA/CKA similarity.

Feature Reuse Happens Early in Learning

Having observed that the inner loop does not significantly affect the learned

representations with a fully trained model, we extend our analysis to see whether

the inner loop affects representations and features earlier on in training. We take

MAML models at 10000, 20000, and 30000 iterations into training, perform freez-

ing experiments (as in Section 5.2.2) and representational similarity experiments

(as in Section 5.2.2).

Results in Figure 5.3 show the same patterns from early in training, with CCA

similarity between activations pre and post inner loop update on MiniImageNet-

5way-5shot being very high for the body (just like Figure 5.2), and similar to Table

5.1, test accuracy remaining approximately the same when freezing contiguous

subsets of layers, even when freezing all layers of the network body. This shows
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Figure 5.3: Inner loop updates have little effect on learned representations from
early on in learning. Left pane: we freeze contiguous blocks of layers (no adaptation at
test time), on MiniImageNet-5way-5shot and see almost identical performance. Right
pane: representations of all layers except the head are highly similar pre/post adaptation
– i.e. features are being reused. This is true from early (iteration 10000) in training.

Figure 5.4: Schematic of MAML and ANIL algorithms. The difference between the
MAML and ANIL algorithms: in MAML (left), the inner loop (task-specific) gradient
updates are applied to all parameters θ, which are initialized with the meta-initialization
from the outer loop. In ANIL (right), only the parameters corresponding to the network
head θhead are updated by the inner loop, during training and testing.

that even early on in training, significant feature reuse is taking place, with the

inner loop having minimal effect on learned representations and features. Results

for 1shot MiniImageNet are in Appendix C.2.5, and show very similar trends.

5.3 The ANIL (Almost No Inner Loop) Algorithm

In the previous section we saw that for all layers except the head of the neural

network, the meta-initialization learned by the outer loop of MAML results in
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Method Omniglot-20way-1shot Omniglot-20way-5shot

MAML 93.7 ± 0.7 96.4 ± 0.1
ANIL 96.2 ± 0.5 98.0 ± 0.3

Method MiniImageNet-5way-1shot MiniImageNet-5way-5shot

MAML 46.9 ± 0.2 63.1 ± 0.4
ANIL 46.7 ± 0.4 61.5 ± 0.5

Method HalfCheetah-Direction HalfCheetah-Velocity 2D-Navigation

MAML 170.4 ± 21.0 -139.0 ± 18.9 -20.3 ± 3.2
ANIL 363.2 ± 14.8 -120.9 ± 6.3 -20.1 ± 2.3

Table 5.2: ANIL matches the performance of MAML on few-shot image classification
and RL. On benchmark few-shot classification tasks MAML and ANIL have comparable
accuracy, and also comparable average return (the higher the better) on standard RL
tasks [76].

very good features that can be reused as is on new tasks. Inner loop adaptation

does not significantly change the representations of these layers, even from early

on in training. This suggests a natural simplification of the MAML algorithm:

the ANIL (Almost No Inner Loop) algorithm.

In ANIL, during training and testing, we remove the inner loop updates for

the network body, and apply inner loop adaptation only to the head. The head

requires the inner loop to allow it to align to the different classes in each task.

In Section 5.4.1 we consider another variant, the NIL (No Inner Loop) algorithm,

that removes the head entirely at test time, and uses learned features and cosine

similarity to perform effective classification, thus avoiding inner loop updates

altogether.

For the ANIL algorithm, mathematically, let θ = (θ1, ..., θl) be the (meta-

initialization) parameters for the l layers of the network. Following the notation
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of Section 5.2.1, let θ(b)
m be the parameters after m inner gradient updates for task

Tb. In ANIL, we have that:

θ(b)
m =

(
θ1, . . . , (θl)

(b)
m−1 − α∇(θl)

(b)
m−1
LS b( fθ(b)

m−1
)
)

i.e. only the final layer gets the inner loop updates. As before, we then define

the meta-loss, and compute the outer loop gradient update. The intuition for

ANIL arises from Figure 5.3, where we observe that inner loop updates have

little effect on the network body even early in training, suggesting the possibility

of removing them entirely. Note that this is distinct to the freezing experiments,

where we only removed the inner loop at inference time. Figure 5.4 presents the

difference between MAML and ANIL, and Appendix C.3.1 considers a simple

example of the gradient update in ANIL, showing how the ANIL update differs

from MAML.

Computational benefit of ANIL: As ANIL almost has no inner loop, it signif-

icantly speeds up both training and inference. We found an average speedup

of 1.7x per training iteration over MAML and an average speedup of 4.1x per

inference iteration. In Appendix C.3.5 we provide the full results.

Results of ANIL on Standard Benchmarks: We evaluate ANIL on few-shot

image classification and RL benchmarks, using the same model architectures

as the original MAML authors, for both supervised learning and RL. Further

implementation details are in Appendix C.3.4. The results in Table 5.2 (mean

and standard deviation of performance over three random initializations) show

that ANIL matches the performance of MAML on both few-shot classification

(accuracy) and RL (average return, the higher the better), demonstrating that the
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Figure 5.5: MAML and ANIL learn very similarly. Loss and accuracy curves
for MAML and ANIL on MiniImageNet-5way-5shot, illustrating how MAML
and ANIL behave similarly through the training process.

inner loop adaptation of the body is unnecessary for learning good features.

MAML and ANIL Models Show Similar Behavior: MAML and ANIL per-

form equally well on few-shot learning benchmarks, illustrating that removing

the inner loop during training does not hinder performance. To study the be-

havior of MAML and ANIL models further, we plot learning curves for both

algorithms on MiniImageNet-5way-5shot, Figure 5.5. We see that loss and accu-

racy for both algorithms look very similar throughout training. We also look at

CCA and CKA scores of the representations learned by both algorithms, Table

5.3. We observe that MAML-ANIL representations have the same average simi-

larity scores as MAML-MAML and ANIL-ANIL representations, suggesting both

algorithms learn comparable features (removing the inner loop doesn’t change

the kinds of features learned.) Further learning curves and representational

similarity results are presented in Appendices C.3.2 and C.3.3.
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Model Pair CCA Similarity CKA Similarity

MAML-MAML 0.51 0.83
ANIL-ANIL 0.51 0.86

ANIL-MAML 0.50 0.83

Table 5.3: MAML and ANIL models learn comparable representations. Comparing
CCA/CKA similarity scores of the of MAML-ANIL representations (averaged over
network body), and MAML-MAML and ANIL-ANIL similarity scores (across different
random seeds) shows algorithmic differences between MAML/ANIL does not result in
vastly different types of features learned.

5.4 Contributions of the Network Head and Body

So far, we have seen that MAML predominantly relies on feature reuse, with the

network body (all layers except the last layer) already containing good features

at meta-initialization. We also observe that such features can be learned even

without inner loop adaptation during training (ANIL algorithm). The head,

however, requires inner loop adaptation to enable task specificity.

In this section, we explore the contributions of the network head and body.

We first ask: How important is the head at test time, when good features have already

been learned? Motivating this question is that the features in the body of the

network needed no adaptation at inference time, so perhaps they are themselves

sufficient to perform classification, with no head. In Section 5.4.1, we find that test

time performance is entirely determined by the quality of these representations,

and we can use similarity of the frozen meta-initialization representations to

perform unseen tasks, removing the head entirely. We call this the NIL (No Inner

Loop) algorithm.

Given this result, we next study how useful the head is at training (in en-

suring the network body learns good features). We look at multiple different
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training regimes (some without the head) for the network body, and evaluate

the quality of the representations. We find that MAML/ANIL result in the best

representations, demonstrating the importance of the head during training for

feature learning.

5.4.1 The Head at Test Time and the NIL (No Inner Loop) Algo-

rithm

We study how important the head and task specific alignment are when good

features have already been learned (through training) by the meta-initialization.

At test time, we find that the representations can be used directly, with no

adaptation, which leads to the No Inner Loop (NIL) algorithm:

1. Train a few-shot learning model with ANIL/MAML algorithm as standard.

We use ANIL training.

2. At test time, remove the head of the trained model. For each task, first

pass the k labelled examples (support set) through the body of the network,

to get their penultimate layer representations. Then, for a test example,

compute cosine similarities between its penultimate layer representation

and those of the support set, using these similarities to weight the support

set labels, as in [327].

The results for the NIL algorithm, following ANIL training, on few-shot

classification benchmarks are given in Table 5.4. Despite having no network

head and no task specific adaptation, NIL performs comparably to MAML and
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Method Omniglot-20way-1shot Omniglot-20way-5shot

MAML 93.7 ± 0.7 96.4 ± 0.1
ANIL 96.2 ± 0.5 98.0 ± 0.3
NIL 96.7 ± 0.3 98.0 ± 0.04

Method MiniImageNet-5way-1shot MiniImageNet-5way-5shot

MAML 46.9 ± 0.2 63.1 ± 0.4
ANIL 46.7 ± 0.4 61.5 ± 0.5
NIL 48.0 ± 0.7 62.2 ± 0.5

Table 5.4: NIL algorithm performs as well as MAML and ANIL on few-shot image
classification. Performance of MAML, ANIL, and NIL on few-shot image classification
benchmarks. We see that with no test-time inner loop, and just learned features, NIL
performs comparably to MAML and ANIL, indicating the strength of the learned features,
and the relative lack of importance of the head at test time.

ANIL. This demonstrates that the features learned by the network body when

training with MAML/ANIL (and reused at test time) are the critical component

in tackling these benchmarks.

5.4.2 Training Regimes for the Network Body

The NIL algorithm and results of Section 5.4.1 lead to the question of how

important task alignment and the head are during training to ensure good

features. Here, we study this question by examining the quality of features

arising from different training regimes for the body. We look at (i) MAML and

ANIL training; (ii) multiclass classification, where all of the training data and

classes (from which training tasks are drawn) are used to perform standard

classification; (iii) multitask training, a standard baseline, where no inner loop or

task specific head is used, but the network is trained on all the tasks at the same

time; (iv) random features, where the network is not trained at all, and features
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are frozen after random initialization; (v) NIL at training time, where there is no

head and cosine distance on the representations is used to get the label.

After training, we apply the NIL algorithm to evaluate test performance, and

quality of features learned at training. The results are shown in Table 5.5. MAML

and ANIL training performs best. Multitask training, which has no task specific

head, performs the worst, even worse than random features (adding evidence

for the need for task specificity at training to facilitate feature learning.) Using

NIL during training performs worse than MAML/ANIL. These results suggest

that the head is important at training to learn good features in the network body.

In Appendix C.4.1, we study test time performance variations from using

a MAML/ANIL head instead of NIL, finding (as suggested by Section 5.4.1)

very little performance difference. Additional results on similarity between the

representations of different training regimes is given in Appendix C.4.2.

5.5 Feature Reuse in Other Meta-Learning Algorithms

Up till now, we have closely examined the MAML algorithm, and have demon-

strated empirically that the algorithm’s success is primarily due to feature reuse,

rather than rapid learning. We now discuss rapid learning vs feature reuse more

broadly in meta-learning. By combining our results with an analysis of evidence

reported in prior work, we find support for many meta-learning algorithms

succeeding via feature reuse, identifying a common theme characterizing the

operating regime of much of current meta-learning.
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Method MiniImageNet-5way-1shot

MAML training-NIL head 48.4 ± 0.3
ANIL training-NIL head 48.0 ± 0.7

Multiclass training-NIL head 39.7 ± 0.3
Multitask training-NIL head 26.5 ± 1.1

Random features-NIL head 32.9 ± 0.6

NIL training-NIL head 38.3 ± 0.6

Method MiniImageNet-5way-5shot

MAML training-NIL head 61.5 ± 0.8
ANIL training-NIL head 62.2 ± 0.5

Multiclass training-NIL head 54.4 ± 0.5
Multitask training-NIL head 34.2 ± 3.5

Random features-NIL head 43.2 ± 0.5

NIL training-NIL head 43.0 ± 0.2

Table 5.5: MAML/ANIL training leads to superior features learned, supporting im-
portance of head at training. Training with MAML/ANIL leads to superior performance
over other methods which do not have task specific heads, supporting the importance of
the head at training.

5.5.1 Optimization and Model Based meta-learning

MAML falls within the broader class of optimization based meta-learning algo-

rithms, which at inference time, directly optimize model parameters for a new

task using the support set. MAML has inspired many other optimization-based

algorithms, which utilize the same two-loop structure [176, 272, 79]. Our analysis

so far has thus yielded insights into the feature reuse vs rapid learning question

for this class of algorithms. Another broad class of meta-learning consists of

model based algorithms, which also have notions of rapid learning and feature

reuse.

In the model-based setting, the meta-learning model’s parameters are not
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directly optimized for the specific task on the support set. Instead, the model

typically conditions its output on some representation of the task definition. One

way to achieve this conditioning is to jointly encode the entire support set in the

model’s latent representation [327, 303], enabling it to adapt to the characteristics

of each task. This constitutes rapid learning for model based meta-learning

algorithms.

An alternative to joint encoding would be to encode each member of the

support set independently, and apply a cosine similarity rule (as in [327]) to

classify an unlabelled example. This mode of operation is purely feature reuse

– we do not use information defining the task to directly influence the decision

function.

If joint encoding gave significant test-time improvement over non-joint en-

coding, then this would suggest that rapid learning of the test-time task is taking

place, as task specific information is being utilized to influence the model’s

decision function. However, on analyzing results in prior literature, this improve-

ment appears to be minimal. Indeed, in e.g. Matching Networks [327], using joint

encoding one reaches 44.2% accuracy on MiniImageNet-5way-1shot, whereas

with independent encoding one obtains 41.2%: a small difference. More refined

models suggest the gap is even smaller. For instance, in [43], many methods

for one shot learning were re-implemented and studied, and baselines without

joint encoding achieved 48.24% accuracy in MiniImageNet-5way-1shot, whilst

other models using joint encoding such as Relation Net [303] achieve very similar

accuracy of 49.31% (they also report MAML, at 46.47%). As a result, we believe

that the dominant mode of “feature reuse” rather than “rapid learning” is what

has currently dominated both MAML-styled optimization based meta-learning
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and model based meta-learning.

5.6 Chapter Summary

In this chapter, we studied a fundamental question on whether the highly suc-

cessful MAML algorithm relies on rapid learning or feature reuse. Through a

series of experiments, we found that feature reuse is the dominant component in

MAML’s efficacy on benchmark datasets. This insight led to the ANIL (Almost

No Inner Loop) algorithm, a simplification of MAML that has identical perfor-

mance on standard image classification and reinforcement learning benchmarks,

and provides computational benefits. We further study the importance of the

head (final layer) of a neural network trained with MAML, discovering that

the body (lower layers) of a network is sufficient for few-shot classification at

test time, allowing us to remove the network head for testing (NIL algorithm)

and still match performance. We connected our results to the broader literature

in meta-learning, identifying feature reuse to be a common mode of operation

for other meta-learning algorithms also. Based off of our conclusions, future

work could look at developing and analyzing new meta-learning algorithms

that perform more rapid learning, which may expand the datasets and prob-

lems amenable to these techniques. We note that our study mainly considered

benchmark datasets, such as Omniglot and MiniImageNet. It is an interesting

future direction to consider rapid learning and feature reuse in MAML on other

few-shot learning datasets, such as those from [318].
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CHAPTER 6

UNDERSTANDING TRANSFER LEARNING WITH APPLICATIONS TO

MEDICAL IMAGING

Following the results of Chapter 5 on few-shot learning as one method for

(data) efficient training of machine learning systems, in this chapter we study

transfer learning, a highly popular method for developing deep learning models,

especially in medical applications.

Indeed for many applications of deep learning to medical imaging imaging,

the present standard is to take an existing architecture designed for natural image

datasets such as ImageNet, together with corresponding pretrained weights (e.g.

ResNet [117], Inception [305]), and then fine-tune the model on the medical

imaging data.

This basic formula has seen almost universal adoption across many different

medical specialties. Two prominent lines of research have used this methodology

for applications in radiology, training architectures like ResNet, DenseNet on

chest x-rays [336, 255] and ophthalmology, training Inception-v3, ResNet on

retinal fundus images [3, 102, 252, 57]. The research on ophthalmology has also

culminated in FDA approval [316], and full clinical deployment [323]. Other

applications include performing early detection of Alzheimer’s Disease [62],

identifying skin cancer from dermatologist level photographs [73], and even

determining human embryo quality for IVF procedures [149].

Despite the immense popularity of transfer learning in medical imaging, there

has been little work studying its precise effects, even as recent work on transfer
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learning in the natural image setting [115, 165, 224, 136, 89] has challenged many

commonly held beliefs. For example in [115], it is shown that transfer (even

between similar tasks) does not necessarily result in performance improvements,

while [165] illustrates that pretrained features may be less general than previously

thought.

In the medical imaging setting, many such open questions remain. As de-

scribed above, transfer learning is typically performed by taking a standard

ImageNet architecture along with its pretrained weights, and then fine-tuning on

the target task. However, ImageNet classification and medical image diagnosis

have considerable differences.

First, many medical imaging tasks start with a large image of a bodily re-

gion of interest and use variations in local textures to identify pathologies. For

example, in retinal fundus images, small red ‘dots’ are an indication of microa-

neurysms and diabetic retinopathy [1], and in chest x-rays local white opaque

patches are signs of consolidation and pneumonia. This is in contrast to natural

image datasets like ImageNet, where there is often a clear global subject of the

image (Fig. 6.1). There is thus an open question of how much ImageNet feature

reuse is helpful for medical images.

Additionally, most datasets have larger images (to facilitate the search for

local variations), but with many fewer images than ImageNet, which has roughly

one million images. By contrast medical datasets range from several thousand

images [149] to a couple hundred thousand [102, 255].

Finally, medical tasks often have significantly fewer classes (5 classes for

Diabetic Retinopathy diagnosis [102], 5 − 14 chest pathologies from x-rays [255])
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than the standard ImageNet classification setup of 1000 classes. As standard

ImageNet architectures have a large number of parameters concentrated at the

higher layers for precisely this reason, the design of these models is likely to be

suboptimal for the medical setting.

In this chapter, we present results from performing a fine-grained study on

transfer learning for medical images. Our main contributions are:

[1] We evaluate the performance of standard architectures for natural images

such as ImageNet, as well as a family of non-standard but smaller and simpler

models, on two large scale medical imaging tasks, for which transfer learning

is currently the norm. We find that (i) in all of these cases, transfer does not

significantly help performance (ii) smaller, simpler convolutional architectures

perform comparably to standard ImageNet models (iii) ImageNet performance

is not predictive of medical performance. These conclusions also hold in the very

small data regime.

[2] Given the comparable performance, we investigate whether using pre-

trained weights leads to different learned representations, by using (SV)CCA

[253] to directly analyze the hidden representations. We find that pretraining

does affect the hidden representations, but there is a confounding issue of model

size, where the large, standard ImageNet models do not change significantly

through the fine-tuning process, as evidenced through surprising correlations

between representational similarity at initialization and after convergence.

[3] Using further analysis and weight transfusion experiments, where we

partially reuse pretrained weights, we isolate locations where meaningful feature

reuse does occur, and explore hybrid approaches to transfer learning where
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Figure 6.1: Example images from the ImageNet, the retinal fundus photographs, and the
CheXpert datasets, respectively. The fundus photographs and chest x-rays have much
higher resolution than the ImageNet images, and are classified by looking for small local
variations in tissue.

a subset of pretrained weights are used, and other parts of the network are

redesigned and made more lightweight.

[4] We show there are also feature-independent benefits to pretraining — reusing

only the scaling of the pretrained weights but not the features can itself lead to

large gains in convergence speed.

6.1 Datasets

Our primary dataset, the Retina data, consists of retinal fundus photographs [102],

large 587 × 587 images of the back of the eye. These images are used to diagnose

a variety of eye diseases including Diabetic Retinopathy (DR) [6]. DR is graded

on a five-class scale of increasing severity [1]. Grades 3 and up are referable

DR (requiring immediate specialist attention), while grades 1 and 2 correspond

to non-referable DR. As in prior work [102, 3] we evaluate via AUC-ROC on

identifying referable DR.

We also study a second medical imaging dataset, CheXpert [138], which

consists of chest x-ray images (resized to 224×224), which can be used to diagnose

5 different thoracic pathologies: atelectasis, cardiomegaly, consolidation, edema

and pleural effusion. We evaluate our models on the AUC of diagnosing each of
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these pathologies. Figure 6.1 shows some example images from both datasets

and ImageNet, demonstrating drastic differences in visual features among those

datasets.

6.2 Models and Performance Evaluation of Transfer Learning

To lay the groundwork for our study, we select multiple neural network architec-

tures and evaluate their performance when (1) training from random initializa-

tion and (2) doing transfer learning from ImageNet. We train both standard, high

performing ImageNet architectures that have been popular for transfer learning,

as well as a family of significantly smaller convolutional neural networks, which

achieve comparable performance on the medical tasks.

As far as we are aware, there has been little work studying the effects of trans-

fer learning from ImageNet on smaller, non-standard ImageNet architectures.

(For example, [236] studies a different model, but does not evaluate the effect

of transfer learning.) This line of investigation is especially important in the

medical setting, where large, computationally expensive models might signif-

icantly impede mobile and on-device applications. Furthermore, in standard

ImageNet models, most of the parameters are concentrated at the top, to perform

the 1000-class classification. However, medical diagnosis often has considerably

fewer classes – both the retinal fundus images and chest x-rays have just 5 classes

– likely meaning that ImageNet models are highly overparametrized.

We find that across both datasets and all models, transfer learning does not

significantly affect performance. Additionally, the family of smaller lightweight
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convolutional networks performs comparably to standard ImageNet models,

despite having significantly worse accuracy on ImageNet – the ImageNet task

is not necessarily a good indication of success on medical datasets. Finally, we

observe that these conclusions also hold in the setting of very limited data.

6.2.1 Description of Models

For the standard ImageNet architectures, we evaluate ResNet50 [115] and

Inception-v3 [305], which have both been used extensively in medical transfer

learning applications [3, 102, 336]. We also design a family of simple, smaller con-

volutional architectures. The basic building block for this family is the popular

sequence of a (2d) convolution, followed by batch normalization [137] and a relu

activation. Each architecture has four to five repetitions of this basic layer. We

call this model family CBR. Depending on the choice of the convolutional filter

size (fixed for the entire architecture), the number of channels and layers, we get

a family of architectures with size ranging from a third of the standard ImageNet

model size (CBR-LargeT, CBR-LargeW) to one twentieth the size (CBR-Tiny).

Full architecture details are in the Appendix.

6.2.2 Results

We evaluate three repetitions of the different models and initializations (random

initialization vs pretrained weights) on the two medical tasks, with the result

shown in Tables 6.1, 6.2. There are two possibilities for repetitions of transfer
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Dataset Model Architecture Random Init Transfer

Retina Resnet-50 96.4% ± 0.05 96.7% ± 0.04
Retina Inception-v3 96.6% ± 0.13 96.7% ± 0.05
Retina CBR-LargeT 96.2% ± 0.04 96.2% ± 0.04
Retina CBR-LargeW 95.8% ± 0.04 95.8% ± 0.05
Retina CBR-Small 95.7% ± 0.04 95.8% ± 0.01
Retina CBR-Tiny 95.8% ± 0.03 95.8% ± 0.01

Dataset Model Architecture Parameters ImageNet Top5

Retina Resnet-50 23570408 92.% ± 0.06
Retina Inception-v3 22881424 93.9%
Retina CBR-LargeT 8532480 77.5% ± 0.03
Retina CBR-LargeW 8432128 75.1% ± 0.3
Retina CBR-Small 2108672 67.6% ± 0.3
Retina CBR-Tiny 1076480 73.5% ± 0.05

Table 6.1: Transfer learning and random initialization perform comparably across
both standard ImageNet architectures and simple, lightweight CNNs for AUCs from
diagnosing moderate DR. Both sets of models also have similar AUCs, despite signif-
icant differences in size and complexity. Model performance on DR diagnosis is also
not closely correlated with ImageNet performance, with the small models performing
poorly on ImageNet but very comparably on the medical task.

learning: we can have a fixed set of pretrained weights and multiple training

runs from that initialization, or for each repetition, first train from scratch on

ImageNet and then fine-tune on the medical task. We opt for evaluating the

former, as that is the standard method used in practice. For all models except

for Inceptionv3, we first train on ImageNet to get the pretrained weights. For

Inceptionv3, we used the pretrained weights provided by [293].

Table 6.1 shows the model performances on the Retina data (AUC of iden-

tifying moderate Diabetic Retinopathy (DR), described in Section 6.1), along

with ImageNet top 5 accuracy. Firstly, we see that transfer learning has minimal

effect on performance, not helping the smaller CBR architectures at all, and only

providing a fraction of a percent gain for Resnet and Inception. Next, we see

that despite the significantly lower performance of the CBR architectures on
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Model Architecture Atelectasis Cardiomegaly Consolidation

Resnet-50 79.52±0.31 75.23±0.35 85.49±1.32
Resnet-50 (trans) 79.76±0.47 74.93±1.41 84.42±0.65
CBR-LargeT 81.52±0.25 74.83±1.66 88.12±0.25
CBR-LargeT (trans) 80.89±1.68 76.84±0.87 86.15±0.71
CBR-LargeW 79.79±0.79 74.63±0.69 86.71±1.45
CBR-LargeW (trans) 80.70±0.31 77.23±0.84 86.87±0.33
CBR-Small 80.43±0.72 74.36±1.06 88.07±0.60
CBR-Small (trans) 80.18±0.85 75.24±1.43 86.48±1.13
CBR-Tiny 80.81±0.55 75.17±0.73 85.31±0.82
CBR-Tiny (trans) 80.02±1.06 75.74±0.71 84.28±0.82

Model Architecture Edema Pleural Effusion

Resnet-50 88.34±1.17 88.70±0.13
Resnet-50 (trans) 88.89±1.66 88.07±1.23
CBR-LargeT 87.97±1.40 88.37±0.01
CBR-LargeT (trans) 89.03±0.74 88.44±0.84
CBR-LargeW 84.80±0.77 86.53±0.54
CBR-LargeW (trans) 89.57±0.34 87.29±0.69
CBR-Small 86.20±1.35 86.14±1.78
CBR-Small (trans) 89.09±1.04 87.88±1.01
CBR-Tiny 84.87±1.13 85.56±0.89
CBR-Tiny (trans) 89.81±1.08 87.69±0.75

Table 6.2: Transfer learning provides mixed performance gains on chest x-rays. Per-
formances (AUC%) of diagnosing different pathologies on the CheXpert dataset. Again
we see that transfer learning does not help significantly, and much smaller models
performing comparably.

ImageNet, they perform very comparably to Resnet and Inception on the Retina

task. These same conclusions are seen on the chest x-ray results, Table 6.2. Here

we show the performance AUC for the five different pathologies (Section 6.1). We

again observe mixed gains from transfer learning. For Atelectasis, Cardiomegaly

and Consolidation, transfer learning performs slightly worse, but helps with

Edema and Pleural Effusion.
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6.2.3 The Very Small Data Regime

We conducted additional experiments to study the effect of transfer learning

in the very small data regime. Most medical datasets are significantly smaller

than ImageNet, which is also the case for our two datasets. However, our

datasets still have around two hundred thousand examples, and other settings

many only have a few thousand. To study the effects in this very small data

regime, we trained models on only 5000 datapoints on the Retina dataset, and

examined the effect of transfer learning. The results, in Table 6.3, suggest that

Model Rand Init Pretrained

Resnet50 92.2% 94.6%
CBR-LargeT 93.6% 93.9%
CBR-LargeW 93.6% 93.7%

Table 6.3: Benefits of transfer learning in the small data regime are largely due to
architecture size. AUCs when training on the Retina task with only 5000 datapoints. We
see a bigger gap between random initialization and transfer learning for Resnet (a large
model), but not for the smaller CBR models.

while transfer learning has a bigger effect with very small amounts of data, there

is a confounding effect of model size – transfer primarily helps the large models

(which are designed to be trained with a million examples) and smaller models

again show little difference between transfer and random initialization.

6.3 Representational Analysis of the Effects of Transfer

In Section 6.2 we saw that transfer learning and training from random initial-

ization result in very similar performance across different neural architectures

and tasks. This gives rise to some natural questions about the effect of transfer
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learning on the kinds of representations learned by the neural networks. Most

fundamentally, does transfer learning in fact result in any representational dif-

ferences compared to training from random initialization? Or are the effects of

the initialization lost? Does feature reuse take place, and if so, where exactly? In

this section, we provide some answers to these basic questions. Our approach

directly analyzes and compares the hidden representations learned by different

populations of neural networks, using (SV)CCA [253, 220], revealing an impor-

tant dependence on model size, and differences in behavior between lower and

higher layers. These insights, combined with results Section 6.4 suggest new,

hybrid approaches to transfer learning.

Quantitatively Studying Hidden Representations with (SV)CCA To under-

stand how pretraining affects the features and representations learned by the

models, we would like to (quantitatively) study the learned intermediate func-

tions (latent layers). Analyzing latent representations is challenging due to their

complexity and the lack of any simple mapping to inputs, outputs or other layers.

A recent tool that effectively overcomes these challenges is (Singular Vector)

Canonical Correlation Analysis, (SV)CCA [253, 220], which has been used to

study latent representations through training, across different models, alternate

training objectives, and other properties [253, 220, 278, 201, 95, 169, 329]. Rather

than working directly with the model parameters or neurons, CCA works with

neuron activation vectors — the ordered collection of outputs of the neuron on a

sequence of inputs. Given the activation vectors for two sets of neurons (say,

corresponding to distinct layers), CCA seeks linear combinations of each that

are as correlated as possible. We adapt existing CCA methods to prevent the

size of the activation sets from overwhelming the computation in large models

(details in Appendix D.3), and apply them to compare the latent representations
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Figure 6.2: Pretrained weights give rise to different hidden representations than
training from random initialization for large models. We compute CCA similarity
scores between representations learned using pretrained weights and those from random
initialization. We do this for the top two layers (or stages for Resnet, Inception) and
average the scores, plotting the results in orange. In blue is a baseline similarity score, for
representations trained from different random initializations. We see that representations
learned from random initialization are more similar to each other than those learned
from pretrained weights for larger models, with less of a distinction for smaller models.

of corresponding hidden layers of different pairs of neural networks, giving a

CCA similarity score of the learned intermediate functions.

Transfer Learning and Random Initialization Learn Different Representa-

tions Our first experiment uses CCA to compare the similarity of the hidden

representations learned when training from pretrained weights to those learned

when training from random initialization. We use the representations learned at

the top two layers (for CBRs) or stages (for Resnet, Inception) before the output

layer, averaging their similarity scores. As a baseline to compare to, we also

look at CCA similarity scores for the same representations when training from

random initialization with two different seeds (different initializations and gra-

dient updates). The results are shown in Figure 6.2. For larger models (Resnet,

Inception), there is a clear difference between representations, with the similarity

of representations between training from random initialization and pretrained
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weights (orange) noticeably lower than representations learned independently

from different random initializations (blue). However for smaller models (CBRs),

the functions learned are more similar.

Larger Models Change Less Through Training The reasons underlying this

difference between larger and smaller models becomes apparent as we further

study the hidden representations of all the layers. We find that larger models

change much less during training, especially in the lowest layers. This is true even

when they are randomly initialized, ruling out feature reuse as the sole cause, and

implying their overparametrization for the task. This is in line with other recent

findings [371].

In Figure 6.3, we look at per-layer representational similarity before/after

finetuning, which shows that the lowest layer in Resnet (a large model), is

significantly more similar to its initialization than in the smaller models. This

plot also suggests that any serious feature reuse is restricted to the lowest couple

of layers, which is where similarity before/after training is clearly higher for

pretrained weights vs random initialization. In Figure 6.4, we plot the CCA

similarity scores between representations using pretrained weights and random

initialization at initialization vs after training, for the lowest layer (conv1) as well

as higher layers, for Resnet and CBR-Small. Large models changing less through

training is evidenced by a surprising correlation between the CCA similarities

for Resnet conv1, which is not true for higher layers or the smaller CBR-Small

model.

Filter Visualizations and the Absence of Gabors As a final study of how

pretraining affects the model representations, we visualize some of the filters
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Figure 6.3: Per-layer CCA similarities before and after training on medical task. For
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the difference in similarity scores between pretrained and random initialization).
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Figure 6.4: Large models move less through training at lower layers: similarity at
initialization is highly correlated with similarity at convergence for large models. We
plot CCA similarity of Resnet (conv1) initialized randomly and with pretrained weights
at (i) initialization, against (ii) CCA similarity of the converged representations (top row
second from left.) We also do this for two different random initializations (top row, left).
In both cases (even for random initialization), we see a surprising, strong correlation
between similarity at initialization and similarity after convergence (R2 = 0.75, 0.84). This
is not the case for the smaller CBR-Small model, illustrating the overparametrization of
Resnet for the task. Higher must likely change much more for good task performance.
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of conv1 for Resnet and CBR-Small (both 7x7 kernels), before and after training

on the Retina task. The filters are shown in Figure 6.5, with visualizations

for chest x-rays in the Appendix. These add evidence to the aformentioned

observation: the Resnet filters change much less than those of CBR-Small. In

contrast, CBR-Small moves more from its initialization, and has more similar

learned filters in random and pretrained initialization. Interestingly, CBR-Small

does not appear to learn Gabor filters when trained from scratch (bottom row

second column). Comparing the third and fourth columns of the bottom row, we

see that CBR-Small even erases some of the Gabor filters that it is initialized with

in the pretrained weights.

6.4 Convergence: Feature Independent Benefits and Weight

Transfusion

In this section, we investigate the effects of transfer learning on convergence

speed, finding that: (i) surprisingly, transfer offers feature independent benefits to

convergence simply through better weight scaling (ii) using pretrained weights

from the lowest two layers/stages has the biggest effect on convergence — further

supporting the findings in the previous section that any meaningful feature reuse

is concentrated in these lowest two layers (Figure 6.3.) These results suggest some

hybrid approaches to transfer learning, where only a subset of the pretrained

weights (lowest layers) are used, with a lightweight redesign to the top of the

network, and even using entirely synthetic features, such as synthetic Gabor

filters (Appendix D.6.3). We show these hybrid approaches capture most of the

benefits of transfer and enable greater flexibility in its application.
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(a) Resnet Init (b) Resnet Final (c) Res-trans Init

(d) Res-trans final (e) CBR-Small Init (f) CBR-Small Final

(g) CBR Trans (h) CBR Trans Final

Figure 6.5: Visualization of conv1 filters shows the remains of initialization after
training in Resnet, and the lack of and erasing of Gabor filters in CBR-Small. We
visualize the filters before and after training from random initialization and pretrained
weights for Resnet (top row) and CBR-Small (bottom row). Comparing the similarity of
(e) to (f) and (g) to (h) shows the limited movement of Resnet through training, while
CBR-Small changes much more. We see that CBR does not learn Gabor filters when
trained from scratch (f), and also erases some of the pretrained Gabors (compare (g) to
(h).)
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Figure 6.6: Using only the scaling of the pretrained weights (Mean Var Init) helps
with convergence speed. The figures compare the standard transfer learning and the
Mean Var initialization scheme to training from scratch. On both the Retina data (a-b) and
the CheXpert data (c) (with Resnet50 on the Consolidation disease), we see convergence
speedups.
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Figure 6.7: Reusing a subset of the pretrained weights (weight transfusion), further
supports only the lowest couple of layers performing meaningful feature reuse. We
initialize a Resnet with a contiguous subset of the layers using pretrained weights (weight
transfusion), and the rest randomly, and train on the Retina task. On the left, we show
the convergene plots when transfusing up to conv1 (just one layer), up to block 1 (conv1
and all the layers in block1), etc up to full transfer. On the right, we plot the number
of train steps taken to reach 91% AUC for different numbers of transfused weights.
Consistent with findings in Section 6.3, we observe that reusing the lowest layers leads
to the greatest gain in convergence speed. Perhaps surprisingly, just reusing conv1 gives
the greatest marginal convergence speedup, even though transfusing weights for a block
means several new layers are using pretrained weights.

Feature Independent Benefits of Transfer: Weight Scalings We consistently

observe that using pretrained weights results in faster convergence. One explana-

tion for this speedup is that there is significant feature reuse. However, the results

of Section 6.3 illustrate that there are many confounding factors, such as model

size, and feature reuse is likely limited to the lowest layers. We thus tested to see

whether there were feature independent benefits of the pretrained weights, such as

better scaling. In particular, we initialized a iid weights fromN(µ̃, σ̃2), where µ̃ and

σ̃2 are the mean and variance of W̃, the pretrained weights. Doing this for each

layer separately inherits the scaling of the pretrained weights, but destroys all of

the features. We called this the Mean Var init, and found that it significantly helps

speed up convergence (Figure 6.6.) Several additional experiments studying

batch normalization, weight sampling, etc are in the Appendix.
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Figure 6.8: Hybrid approaches to transfer learning: reusing a subset of the weights
and slimming the remainder of the network, and using synthetic Gabors for conv1.
For Resnet, we look at the effect of reusing pretrained weights up to Block2, and slimming
the remainder of the network (halving the number of channels), randomly initializing
those layers, and training end to end. This matches performance and convergence of
full transfer learning. We also look at initializing conv1 with synthetic Gabor filters (so
no use of pretrained weights), and the rest of the network randomly, which performs
equivalently to reusing conv1 pretrained weights. This result generalizes to different
architectures, e.g. CBR-LargeW on the right.

Weight Transfusions and Feature Reuse We next study whether the results

suggested by Section 6.3, that meaningful feature reuse is restricted to the lowest

two layers/stages of the network is supported by the effect on convergence speed.

We do this via a weight transfusion experiment, transfering a contiguous set of

some of the pretrained weights, randomly initializing the rest of the network,

and training on the medical task. Plotting the training curves and steps taken

to reach a threshold AUC in Figure 6.7 indeed shows that using pretrained

weights for lowest few layers has the biggest training speedup. Interestingly,

just using pretrained weights for conv1 for Resnet results in the largest gain,

despite transfusion for a Resnet block meaning multiple layers are now reusing

pretrained weights.

Takeaways: Hybrid Approaches to Transfer Learning The transfusion re-

158



sults suggest some hybrid, more flexible approaches to transfer learning. Firstly,

for larger models such as Resnet, we could consider reusing pretrained weights

up to e.g. Block2, redesiging the top of the network (which has the bulk of

the parameters) to be more lightweight, initializing these layers randomly, and

training this new Slim model end to end. Seeing the disproportionate importance

of conv1, we might also look at the effect of initializing conv1 with synthetic Gabor

filters (see Appendix D.6.3 for details) and the rest of the network randomly.

In Figure 6.8 we illustrate these hybrid approaches. Slimming the top of the

network in this way offers the same convergence and performance as transfer

learning, and using synthetic Gabors for conv1 has the same effect as pretrained

weights for conv1. These variants highlight many new, rich and flexible ways to

use transfer learning.

6.5 Chapter Summary and Discussion

In this chapter, we have present results on many central questions on transfer

learning for medical imaging applications. Having benchmarked both stan-

dard ImageNet architectures and non-standard lightweight models (itself an

underexplored question) on two large scale medical tasks, we find that transfer

learning offers limited performance gains and much smaller architectures can

perform comparably to the standard ImageNet models. Our exploration of repre-

sentational similarity and feature reuse reveals surprising correlations between

similarities at initialization and after training for standard ImageNet models,

providing evidence of their overparametrization for the task. We also find that

meaningful feature reuse is concentrated at the lowest layers and explore more
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flexible, hybrid approaches to transfer suggested by these results, finding that

such approaches maintain all the benefits of transfer and open up rich new possi-

bilities. We also demonstrate feature-independent benefits of transfer learning

for better weight scaling and convergence speedups.
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Part IV

Human-AI Collaboration
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CHAPTER 7

DIRECT UNCERTAINTY PREDICTION FOR MEDICAL SECOND

OPINIONS

In the following two chapters, we take a fully trained AI system and examine

considerations for being able to meaningfully combine it with human experts,

a central factor in successful deployment in applications such as medicine. In

this chapter, we begin by studying methods that can enable these AI systems to

effectively predict human expert error. This predictive task is both of independent

interest (e.g. in flagging patients who might benefit from a medical second

opinion), and crucially, in Chapter 8, it informs the effective combination of

human experts and the AI system. This provides better performance than either

entity alone, and also raises broader points on the evaluation of machine learning

systems for deployment.

7.1 The Doctor Disagreement Problem and Overview of Re-

sults

In both the practice of machine learning and the practice of medicine, a serious

challenge is presented by disagreements amongst human labels. Machine learn-

ing classification models are typically developed on large datasets consisting

of (xi, yi) (data instance, label) pairs. These are collected [271, 344] by assign-

ing each raw instance xi to multiple human evaluators, yielding several labels

y(1)
i , y(2)

i , ...y(ni)
i . Unsurprisingly, these labels often have disagreements amongst

them and must be carefully aggregated to give a single target value.
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This label disagreement issue becomes a full-fledged clinical problem in

the healthcare domain. Despite the human labellers now being highly trained

medical experts (doctors), disagreements (on the diagnosis) persist [324, 4, 1, 102,

255]. One example is [324], where agreement between referral and final diagnoses

in a cohort of two hundred and eighty patients is studied. Exact agreement is

only found in 12% of cases, but more concerningly, 21% of cases have significant

disagreements. This latter group also turns out to be the most costly to treat.

Other examples are given by [53], a study of tuberculosis diagnosis, showing that

radiologists disagree with colleagues 25% of the time, and with themselves 20%

of the time, and [72], studying disagreement on cancer diagnosis from breast

biopsies.

These disagreements arise not solely from random noise [268], but from

expert judgment and bias. In particular, some patient cases xi intrinsically contain

features that result in greater expert uncertainty (e.g. Figure 7.2.) This motivates

applying machine learning to predict which patients are likely to give rise to the

most doctor disagreement. We call this the medical second opinion problem. Such

a model could be deployed to automatically identify patients that might need a

second doctor’s opinion.

Mathematically, given a patient instance xi, we are interested in assigning a

scalar uncertainty score to xi, h(xi) that reflects the amount of expert disagreement

on xi. For each xi, we have multiple labels y(1)
i , y(2)

i , ...y(ni)
i , each corresponding to a

different individual doctor’s grade.

One natural approach is to first train a classifier mapping xi to the y( j)
i , e.g.

via the empirical distribution of labels p̂i. For ungraded examples, a measure of

163



Figure 7.1: Different ways of computing an uncertainty scores. An uncertainty score
h(xi) for xi can be computed by the two step process of Uncertainty via Classification:
training a classifier on pairs (data instance, empirical grade distribution from y( j)

i ) (xi,pi),
and then post processing the classifier output distribution to get an uncertainty score.
h(xi) can also be learned directly on xi, i.e. Direct Uncertainty Prediction. DUP models
are trained on pairs (data instance, target uncertainty function on empirical grade distri-
bution), (xi,U(pi)). Theoretical and empirical results support the greater effectiveness of
Direct Uncertainty Prediction.

spread of the output distribution of the classifier (e.g. variance) could be used to

give a score. We call this Uncertainty via Classification (UVC).

An alternate approach, Direct Uncertainty Prediction (DUP), is to learn a func-

tion hdup directly mapping xi to a scalar uncertainty score. The basic contrast with

Uncertainty via Classification is illustrated in Figure 7.1. Our central method-

ological finding is that Direct Uncertainty Prediction (provably) works better

than the two step process of Uncertainty via Classification.

In particular, our three main contributions are the following:

1. We define simple methods of performing Direct Uncertainty Prediction on
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data instances xi with multiple noisy labels. We prove that under a natural

model for the data, DUP gives an unbiased estimate of the true uncertainty

scores U(xi), while Uncertainty via Classification has a bias term. We then

demonstrate this in a synthetic setting of mixtures of Gaussians, and on

an image blurring detection task on the standard SVHN and CIFAR-10

benchmarks.

2. We train UVC and DUP models on a large-scale medical imaging task.

As predicted by the theory, we find that DUP models perform better at

identifying patient cases that will result in large disagreements amongst

doctors.

3. On a small gold standard adjudicated test set, we study how well our exist-

ing DUP and UVC models can identify patient cases where the individual

doctor grade disagrees with a consensus adjudicated diagnosis. This adju-

dicated grade is a proxy for the best possible doctor diagnosis. All DUP

models perform better than all UVC models on all evaluations on this task,

in both an uncertainty score setting and a ranking application.

7.2 Direct Uncertainty Prediction

Our core prediction problem, motivated by identifying patients who need a

medical second opinion, centers around learning a scalar uncertainty scoring function

h(x) on patient instances x, which signifies the amount of expert disagreement

arising from x.

To do so, we must first define a target uncertainty scoring function U(·). Our
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Figure 7.2: Patient cases have features resulting in higher doctor disagreement. The
two rows give example datapoints in our dataset. The patient images xi, x j are in the left
column, and on the right we have the empirical probability distribution (histogram) of
the multiple individual doctor DR grades. For the top image, all doctors agreed that
the grade should be 1, while there was a significant spread for the bottom image. When
later performing an adjudication process (Section 7.5), where doctors discuss their initial
diagnoses with each other and come to a consensus, both patient cases were given an
adjudicated DR grade of 1.

data consists of pairs of the form (patient features, multiple individual doctor

labels), (xi; y(1)
i , y(2)

i , ...y(ni)
i ) (Figure 7.2). Letting c1, ..., ck be the different possible

doctor grades, we can define the empirical grade distribution – the empirical

histogram: p̂i = [ p̂(1)
i , ..., p̂(k)

i ], with

p̂(l)
i =

∑
j 1y( j)

i =cl

ni

Our target uncertainty scoring function U(·) then computes an uncertainty score

for xi using the empirical histogram p̂i. One such function, which computes the

probability that two draws from the empirical histogram will disagree is

Udisagree(xi) = Udisagree(p̂i) = 1 −
k∑

l=1

(p̂(l)
i )2 (1)
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Another uncertainty score, which penalizes larger disagreements more, is the

variance:

Uvar(xi) = Uvar(p̂i) =

k∑
l=1

cl · ( p̂(l)
i )2 −

(∑
cl · p̂

(l)
i

)2
(2)

For a large family of these uncertainty scoring functions (including entropy,

variance, etc) we can show that Direct Uncertainty Prediction gives an unbiased

estimate of U(p̂i), whereas uncertainty via classification has a bias term.

The key observation is that while we want our model to predict doctor

disagreement, it does not see all the patient information the doctors do. In

particular, the model must predict doctor disagreement based off of only xi

(in our setting, images). In contrast, human doctors see not only xi but other

extensive information, such as patient medical history, family medical history,

patient characteristics (age, symptom descriptions, etc) [57].

Letting o denote all patient features seen by the doctors, we can think of

xi as being the image of o under a (many to one) mapping g, which hides the

additional patient information, i.e. xi = g(o). Suppose there are k possible doctor

grades, c1, .., ck. Let f denote the joint distribution over patient features and

doctor grades. In particular, let O be a random variable representing patient

features, and Y the doctor label for O. Then our density function assigns a

probability to (patient features, doctor grade) pairs (o, y).

This can also be defined with a vectorized version of the grades: let Yl = 1Y=cl ,

the event that O is diagnosed as cl. Then we define the vector Y = [Y1, ...,Yk].

f is therefore also a density over the points f (O = o,Y = y). Let the marginal

probability of the patient features be fO, with fO =
∫

y f (O, y).

167



Given an uncertainty scoring function U(·), we would like to predict the

disagreement in labels amongst doctors who have seen the patient features O.

But as the patient features O and doctor grades Y are jointly distributed according

to f , this is just the uncertainty of the expected value of Y under the posterior of

Y given o. In particular, we are interested in predicting:

U
(∫

y
y · f (Y = y|O)

)
= U(E[Y|O])

This is a function taking as input a patient’s features. For a particular patient’s

features o, we get a scalar uncertainty score given by

U(E[Y|O = o])

However, our model doesn’t see o, but only x = g(O). We make the mild

assumptions that Y is conditionally independent of g(O) given O, and that g(·)

truly hides information, loosely that O|g(O) = x is not a point mass (see Appendix

for details.) In this setting, direct uncertainty prediction, hdup computes the

expectation of the uncertainty scores of all the possible posteriors, i.e.

hdup(x) = E
[
U(E[Y|O])|g(O) = x

]
=

∫
o

U(E[Y|O = o]) fO(o|g(O) = x)

Uncertainty via classification huvc does this in reverse order, first computing the

expected posterior, and assigning an uncertainty score to that:

huvc(x) = U(E[Y|g(O) = x])

= U
(∫

o
E[Y|O = o] fO(o|g(O) = x)

)
In this setting we can show

Theorem 5. Using the above notation
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(i) hdup is an unbiased estimate of the true uncertainty

(ii) For any concave uncertainty scoring function U(·) (which includes Udisagree,Uvar),

uncertainty via classification, huvc has a bias term.

The full proof is the Appendix. A sketch is as follows: the unbiased result

arises from the tower rule (law of total expectations). The bias of huvc follows by

the concavity of U(), Jensen’s inequality, and the fact that g(·) truly hides some

patient features. For Udisagree and Uvar, we can compute this bias term exactly (full

computation in Appendix):

Corollary 1. For Udisagree,Uvar the bias term is:

(i) Bias of huvc with Udisagree:

Eg(O)

∑
l

VarO|g(O)

(
E[Yl|O]

∣∣∣∣g(O)
)

(ii) Bias of huvc with Uvar:

Eg(O)

VarO|g(O)

∑
l

l · E[Yl|O]

∣∣∣∣∣∣∣ g(O)


In Sections 7.4, 7.5 we train both Direct Uncertainty Prediction (DUP) models

and Uncertainty Via Classification (UVC) models on a large scale medical imag-

ing task. However, to gain intuition for the theoretical results, we first study a

toy case on a mixture of Gaussians.

7.2.1 Toy Example on Mixture of Gaussians

To illustrate the formalism in a simplified setting, we consider the following

pedagogical toy example. Suppose our data is generated by a mixture of k
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Model Type (3d, 5G) (5d, 4G) (10d, 4G)

UVC 69.1% 62.0% 56.0%
DUP 74.6% 71.2% 63.4%

Table 7.1: DUP and UVC trained to predict disagreement on mixtures of Gaussians.
We train DUP and UVC models on different mixtures of Gaussians, with(nd,mG) denot-
ing a mixture of m Gaussians in m dimensions. Results are in percentage AUC over 3
repeats. The means of the Gaussians are drawn iid from a multivariate normal distribu-
tion (full setup in Appendix.) We see that the DUP model performs much better than the
UVC model at identifying datapoints with high disagreement in the labels.

Gaussians. Let fi ∼ N(µi, σ
2
i ), and qi be mixture probabilities. Then f (o, y = i) =

qi fi(o) and the marginal fO(o) =
∑k

i=1 qi fi(o). Additionally, the probability of a

particular class l given o, f (y = l|o) is simply ql fl(o)∑k
i=1 qi fi(o)

.

Two 1-D Gaussians: As the first, most simple case, suppose we have two

one dimensional Gaussians, the first, f1 = N(−1, 1) and the second, f2 = N(1, 1).

Assume that the mixture probabilities q1, q2 are equal to 0.5. Given o drawn from

this mixture q1 f1 + q2 f2, we’d like to estimate U( f (y|o)). Suppose the model sees

x = g(o) = |o|, the absolute value of o. Then, DUP can estimate the uncertainty

exactly:

E [U(E[Y|O])|x = |o|] =0.5 · U(E[Y|O = o])

+ 0.5 · U(E[Y|O = −o])

= U(E[Y|O = o])

= U
(
[ f (1|o), 1 − f (1|o)]

)
where the third line follows by the symmetry of the two distributions, with

f (1|o) =
0.5 f1(o)

0.5 f1(o) + 0.5 f2(o)

On the other hand, the expected posterior over labels in UVC, E[Y|x = |o|], is just

[0.5, 0.5], as by symmetry, given x = g(o) = |o|, o is equally likely to come from
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f1 or f2. So UVC outputs a constant uncertainty score U([0.5, 0.5]) for all x = |o|,

despite the true varying uncertainty scores.

Training DUPs and UVCs on Mixture of Gaussians: In Table 7.1 we train

DUPs and UVCs on a few different mixture of Gaussian settings. We generate

data o from a Gaussian mixture with iid centers, and labels for the data using

the posterior over the different centers given o. We use these labels to score o on

its uncertainty (using Udisagree). We then train a model on x = g(o) = |o| to predict

whether x is low or high uncertainty. (Full details in Appendix.) We see that

DUP performs consistently better than UVC.

7.2.2 Example on SVHN and CIFAR-10

Another empirical demonstration is given by training DUP and UVC to predict

label agreement in an image blurring setting. For a source image in SVHN

or CIFAR-10, we first apply a Gaussian blur, with a variance chosen for that

source image. Then, we draw three noisy labels for the source image, where the

noise distribution over labels corresponds to the severity of the image blur. For

example, for an image that has a Gaussian blur of variance 0 (i.e. no blurring),

the distribution over labels is a point mass on the true label. For an image that

has been blurred severely, there is significant mass on incorrect labels. (Exact

distributional details are given in the Appendix.) We train DUP and UVC models

on this dataset and evaluate their ability to predict label disagreement. We

again find that DUP models outperfom UVC models. This is despite the setting

not directly mapping onto the statement of Theorem 5 – there is no obscuring

function g. This suggests the benefits of DUP are more general than the precise
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Model SVHN (disagree) CIFAR-10 (disagree)

UVC 75.8% 79.1%
DUP 88.0% 85.3%

Table 7.2: DUP and UVC trained to predict label disagreement corresponding to im-
age blurring on SVHN and CIFAR-10. DUP outperforms UVC on predicting label
disagreement on SVHN and CIFAR-10, where the labels are drawn from a noisy distribu-
tion that varies depending on how much blurring the source image has been subjected
to. Full details in Appendix.

theoretical setting. We also observe that the DUP and UVC models learn different

features (see Appendix.)

7.3 Related Work

The challenges posed by expert disagreement is an important one, and prior

work has put forward several approaches to address some of these issues. Under

the assumption that the noise distribution is conditionally independent of the

data instance given the true label, [222, 299, 263, 285] provide theoretical analysis

along with algorithms to denoise the labels as training progresses, or efficiently

collect new labels. However, the conditional independence assumption does

not hold in our setting (Figure 7.2.) Other work relaxes this assumption by

defining a domain specific generative model for how noise arises [217, 351, 326]

with some methods using additional clean data to pretrain models to form a

good prior for learning. Related techniques have also been explored in semantic

segmentation [104, 159]. Modeling uncertainty in the context of noisy data has

also been looked at through Bayesian techniques [148, 310], and (for different

models) in the context of crowdsourcing by [345, 339]. A related line of work

[55, 344] has looked at studying the per labeler error rates, which also requires
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Task Model Type AUC

Variance Prediction UVC Histogram-E2E 70.6%
Variance Prediction UVC Histogram-PC 70.6%
Variance Prediction DUP Variance-E2E 72.9%
Variance Prediction DUP Variance-P 74.4%
Variance Prediction DUP Variance-PR 74.6%
Variance Prediction DUP Variance-PRC 74.8%

Disagreement Prediction UVC Histogram-E2E 73.4%
Disagreement Prediction UVC Histogram-PC 76.6%
Disagreement Prediction DUP Disagree-P 78.1%
Disagreement Prediction DUP Disagree-PC 78.1%

Variance Prediction DUP Disagree-PC 73.3%
Disagreement Prediction DUP Variance-PRC 77.3%

Table 7.3: Performance (percentage AUC) averaged over three runs for UVC and
DUPs on Variance Prediction and Disagreement Prediction tasks. The UVC baselines,
which first train a classifier on the empirical grade histogram, are denoted Histogram-.
DUPs are trained on either T (disagree)

train or T (var)
train , and denoted Disagree-, Variance- respec-

tively. The top two sets of rows shows the performance of the baseline (and a strength-
ened baseline Histogram-PC using Prelogit embeddings and Calibration) compared to
Variance and Disagree DUPs on the (1) Variance Prediction task (evaluation on T (var)

test )
and (2) Disagreement Prediction task (evaluation on T (disagree)

test ). We see that in both of
these settings, the DUPs perform better than the baselines. Additionally, the third set
of rows shows tests a Variance DUP on the disagreement task, and vice versa for the
Disagreement DUP. We see that both of these also perform better than the baselines.

the additional information of labeler ids, an assumption we relax. Most related

is [100], where a multiheaded neural network is used to model different labelers.

Surprisingly however, the best model is independent of image features, which is

the source of signal in our experiments.

7.4 Doctor Disagreements in DR

Our main application studies the effectiveness of Direct Uncertainty Predictors

(DUPs) and Uncertainty via Classification (UVC) in identifying patient cases with
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high disagreements amongst doctors in a large-scale medical imaging setting.

These patients stand to benefit most from a medical second opinion.

The task contains patient data in the form of retinal fundus photographs [102],

large (587 x 587) images of the back of the eye. These photographs can be used to

diagnose the patient with different kinds of eye diseases. One such eye disease is

Diabetic Retinopathy (DR), which, despite being treatable if caught early enough,

remains a leading cause of blindness [6].

DR is graded on a 5-class scale: a grade of 1 corresponds to no DR, 2 to

mild DR, 3 to moderate DR, 4 to severe and 5 to proliferative DR [1]. There is an

important clinical threshold at grade 3, with grades 3 and above corresponding to

referable DR (needing immediate specialist attention), and 1, 2 being non-referable.

Clinically, the most costly mistake is not referring referable patients, which poses

a high risk of blindness.

Our main dataset T has many features typical of medical imaging datasets.

T has larger but much fewer images than in natural image datasets such as

ImageNet. Each image xi has a few (typically one to three) individual doctor

grades y(1)
i , ..., y(ni)

i . These grades are also very noisy, with more than 20% of the

images having large (referable/non-referable) disagreement amongst the grades.

7.4.1 Task Setup

In this section we describe the setup for training variants of DUPs and UVCs

using a train test split on T . We outline the resulting model performances in Table
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7.3, which measure how successful the models are in identifying cases where

doctors most disagree with each other and consequently where a medical second

opinion might be most useful. In Section 7.5, we perform a different evaluation

(disagreement with consensus) of the best performing DUPs and UVCs on a

special, gold standard adjudicated test set. In both evaluation settings, we find

that DUPs noticeably outperform UVCs.

The DUP and UVC models are trained and evaluated using a train/test split

on T , Ttrain,Ttest. This split is constructed using the patient ids of the xi ∈ T , with

20% of patient ids being set aside to form Ttest and 80% to form Ttrain (of which

10% is sometimes used as a validation set.) Splitting by patient ids is important

to ensure that multiple images xi, x j ∈ T corresponding to a single patient are

correctly split [102].

We apply Udisagree(·) to the xi in Ttrain,Ttest with more than one doctor label to

form a new train/test split T (disagree)
train ,T (disagree)

test . We repeat this with Uvar(·) to also

form a train/test split T (var)
train ,T

(var)
test . These two datasets capture the two different

medical interpretations of DR grades:

Categorical Grade Interpretation: The DR grades can be interpreted as categori-

cal classes, as each grade has specific features associated with it. A grade of 2

always means microaneurysms, while a grade of 5 can refer to lesions or laser

scars [1]. The T (disagree)
train ,T (disagree)

test data measures disagreement in this categorical

setting.

Continuous Grade Interpretation: While there are specific features associated

with each DR grade, patient conditions tend to progress sequentially through

the different DR grades. The T (var)
train ,T

(var)
test data thus accounts for the magnitude of
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differences in doctor grades.

Having formed T (disagree)
train ,T (disagree)

test and T (var)
train ,T

(var)
test , which consist of pairs

(xi,Udisagree(p̂i)) and (xi,Uvar(p̂i)) respectively, we binarize the uncertainty scores

Udisagree(p̂i),Uvar(p̂i) into 0 (low uncertainty) or 1 (high uncertainty) to form our

final prediction targets. We denote these UB
disagree(p̂i),UB

var(p̂i). More details on this

can be found in Appendix Section E.4.

7.4.2 Models and First Experimental Results

We train both UVCs and DUPs on this data. All models rely on an Inception-v3

base that, following prior work [102], is initialized with pretrained weights on

ImageNet. The UVC is performed by first training a classifier hc on (xi, p̂i) pairs

in Ttrain. The output probability distribution of the classifier, p̃i = hc(xi) is then

used as input to the uncertainty scoring function U(·), i.e. huvc(xi) = U ◦ hc(xi) In

contrast, the DUPs are trained directly on the pairs (xi,UB
disagree(p̂i)), (xi,UB

var(p̂i)),

i.e. hdup(xi) directly tries to learn the value of UB(p̂i)

The results of evaluating these models (on T (disagree)
test and T (disagree)

var ) are given in

Table 7.3. The Variance Prediction task corresponds to evaluation on T (disagree)
var , and

the Disagreement Prediction task to evaluation on T (disagree)
test . Both tasks correspond

to identifying patients where there is high disagreement amongst doctors. As is

typical in medical applications due to class imbalances, performance is given via

area under the ROC curve (AUC) [102, 255].

From the first two sets of rows, we see that DUP models perform better than
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their UVC counterparts on both tasks. The third set of rows shows the effect of

using a variance DUP (Variance-PRC) on the disagreement task and a disagree

DUP (Disagree-PC) on the variance task. While these don’t perform as well as

the best DUP models on their respective tasks, they still beat both the baseline

and the strengthened baseline. Below we describe some of the different UVC

and DUP variants, with more details in Appendix Section E.4.

UVC Models The UVC models are trained on (image, empirical grade his-

togram) (xi, p̂i) pairs, and denoted Histogram- in Table 7.3. The simplest UVC

is Histogram-E2E, the same model used in [102]. We improved this baseline by

instead taking the prelogit embeddings of Histogram-E2E, and training a small

neural network (fully connected, two hidden layers width 300) with temperature

scaling (as in [103]) only on xi with multiple labels. This gave the strengthened

baseline Histogram-PC.

DUP Variance Models The simplest Variance DUP is Variance-E2E, which

is analogous to Histogram-E2E, except trained on T (var)
train . This performed better

than Histogram-E2E, but as T (var)
train is small for an Inception-v3, we trained a small

neural network (fully connected, two hidden layers width 300) on the prelogit

embeddings, called Variance-P. Small variants of Variance-P (details in Appendix

Section E.4) give Variance-PR, and Variance-PRC.

DUP Disagreement Models Informed by the variance models, the Disagree-P

model was designed exactly like the Variance-P model (a small fully connected

network on prelogit embeddings), but trained on T (disagree)
train . A small variant of

this with calibration gave Disagree-PC.

In the Appendix, we demonstrate similar results using entropy as the uncer-
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Figure 7.3: Labels for the adjudicated dataset A. The small, gold standard adjudicated
dataset A has a very different label structure to the main dataset T . Each image has many
individual doctor grades (typically more than 10 grades). These doctors also tend to
be specialists, with higher rates of agreement. Additionally, each image has a single
adjudicated grade, where three doctors first grade the image individually, and then come
together to discuss the diagnosis and finally give a single, consensus diagnosis.

tainty function, as well as experiments studying convergence speed and finite

sample behaviour of DUP and UVC. We find that the performance gap between

DUP and UVC is robust to train data size, and manifests early in training.

7.5 Predicting Disagreement with Consensus: Adjudicated

Evaluation

Section 7.4 trained DUPs and UVCs on Ttrain, and evaluated them on their ability

to identify patient cases where individual doctors were most likely to disagree

with each other. Here, we take these trained DUPs/UVCs, and perform an
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Model Type Majority Median Majority = 1

UVC Histogram-E2E-Var 78.1% 78.2% 81.3%
UVC Histogram-E2E-Disagree 78.5% 78.5% 80.5%
UVC Histogram-PC-Var 77.9% 78.0% 80.2%
UVC Histogram-PC-Disagree 79.0% 78.9% 80.8%
DUP Variance-PR 80.0% 79.9% 83.1%
DUP Variance-PRC 79.8% 79.7% 82.7%
DUP Disagree-P 81.0% 80.8% 84.6%
DUP Disagree-PC 80.9% 80.9% 84.5%

Model Type Median = 1 Referable

UVC Histogram-E2E-Var 78.1% 85.5%
UVC Histogram-E2E-Disagree 77.0% 84.2%
UVC Histogram-PC-Var 77.7% 85.0%
UVC Histogram-PC-Disagree 79.2% 84.8%
DUP Variance-PR 80.5% 85.9%
DUP Variance-PRC 80.2% 85.9%
DUP Disagree-P 81.9% 86.2%
DUP Disagree-PC 81.8% 86.2%

Table 7.4: Evaluating models (percentage AUC) on predicting disagreement between
an average individual doctor grade and the adjudicated grade. We evaluate our mod-
els’s performance using multiple different aggregation metrics (majority, median, bi-
narized non-referable/referable median) as well as special cases of interest (no DR
according to majority, no DR according to median). We observe that all direct uncer-
tainty models (Variance-, Disagree-) outperform all classifier-based models (Histogram-)
on all tasks.

adjudicated evaluation, to satisfy two additional goals.

Firstly, and most importantly, the clinical question of interest is not only in

identifying patients where individual doctors disagree with each other, but cases

where a more thorough diagnosis – the best possible doctor grade – would disagree

significantly with the individual doctor grade. Evaluation on a gold-standard

adjudicated dataset A enables us to test for this: each image xi ∈ A not only has

many individual doctor grades (by specialists in the disease) but also a single

adjudicated grade. This grade is determined by a group of doctors seeking to

reach a consensus on the diagnosis through discussion [167]. Figure 7.3 illustrates
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the setup.

We can thus evaluate on this question by seeing if high model uncertainty

scores correspond to disagreements between the (average) individual doctor

grade and the adjudicated grade. More specifically, we compute different ag-

gregations of the individual doctor grades for xi ∈ A, and give a binary label for

whether this aggregation agrees with the adjudicated grade (0 for agreement, 1

for disagreement). We then see if our model uncertainty scores is predictive of

the binary label.

Secondly, our evaluation on A also provides a more accurate reflection of our

models’s performance, with less confounding noise. The labels in A (both individ-

ual and adjudicated) are much cleaner, with greater consistency amongst doctors.

As A is used solely for evaluation (all evaluated models are trained on Ttrain, Sec-

tion 7.4), this introduces a distribution shift, but the predicted uncertainty scores

transfer well. The results are shown in Table 7.4. We evaluate on several different

aggregations of individual doctor grades. Like [102], we compare agreement

between the majority vote of the individual grades and the adjudicated grades.

To compensate for a bias of individual doctors giving lower DR grades [167], we

also look at agreement between the median individual grade and adjudicated

grade. Additionally, we look at referable/non-referable DR grade agreement.

We binarize both the individual doctor grades and the adjudicated grade into

0/1 non-referable/referable, and check agreement between the median binarized

grades and adjudicated grade. Finally, we also look at the special case where the

average doctor grade is 1 (no DR), and compare agreement with the adjudicated

grade.
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We evaluate both baseline models (Histogram-E2E, Histogram-PC) as well as

the best performing DUPs, (Variance-PR, Variance-PRC, Disagree-P, Disagree-

PC.) The additional -Var, -Disagree suffixes on the baseline models indicate which

uncertainty function (Uvar or Udisagree) was used to postprocess the classifier out-

put distribution p̃ to get an uncertainty score. We find that all DUPs outperform

all the baselines on all evaluations.

7.5.1 Ranking Evaluation

A frequent practical challenge in healthcare is to rank cases in order of hardest

(needing most attention) to easiest (needing least attention), [113]. Therefore,

we evaluate how well our models can rank cases from greatest disagreement

between the adjudicated and individual grades to least disagreement between

the adjudicated and individual grades. To do this however, we need a contin-

uous ground truth value reflecting this disagreement, instead of the binary 0/1

agree/disagree used above. One natural way to do this is to compute the Wasser-

stein distance between the empirical histogram (individual grade distribution)

and the adjudicated grade.

At a high level, the Wasserstein distance computes the minimal cost required

to move a probability distribution p(1) to a probability distribution p(2) with

respect to a given metric d(·). In our setting, p(1) is the empirical histogram p̂i of

xi, and p(2) is the point mass at the adjudicated grade ai. When one distribution

is a point mass, the Wasserstein distance has a simple interpretation:

Theorem 6. Let p(1) and p(2) be two probability distributions, with p(2) a point mass

with non-zero value a. Let d(·) be a given metric. The Wasserstein distance between p(1)
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and p(2), ||p(1) − p(2)||w with respect to d(·) can be written as

||p(1) − p(2)||w = EC∼p(1)[d(C, a)]

The proof is in Appendix E.6. In our setting, the theorem says that the

(continuous) disagreement score for xi ∈ A is just the expected distance between

a grade drawn from the empirical histogram and the adjudicated grade. We

consider three different distance functions d(·): (a) the absolute value of the

grade difference, (b) the 2 −Wasserstein distance, a metrization of the squared

distance penalizing large grade differences more (details in Appendix E.6) and

(c) a 0/1 binary agree/disagree metric, in line with the categorical and continous

interpretations of DR grades, Section 7.4.

We compare the ranking induced by this continuous disagreement score on

A with the ranking induced by the model’s predicted uncertainty scores. To

evaluate the similarity of these rankings, we use Spearman’s rank correlation

[298], which takes a value between [−1, 1]. A −1 indicates perfect negative rank

correlation, 1 a perfect positive rank correlation and 0 no correlation. The results

are shown in Table 7.5. Similar to Table 7.4, we observe strong performance with

DUPs: all DUPs beat all the baselines on all the different distances.

This task also enables a natural comparison between the models and doctors.

In particular, we can compute a third ranking over A, by sampling n individual

doctor grades, and computing the Wasserstein distance between this subsampled

empirical histogram and the adjudicated grade. This experiment tells us how

many doctor grades are needed to give a ranking as accurate as the models. For

DUPs, we need on average 5 doctors, while for the UVC baseline, we need on

average 4 doctors.
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7.6 Chapter Discussion

In this chapter, we show that machine learning models can successfully be

used to predict data instances that give rise to high expert disagreement. The

main motivation for this prediction problem is the medical domain, where some

patient cases result in significant differences in doctor diagnoses, and may benefit

greatly from a medical second opinion. We show, both with a formal result and

through extensive experiments, that Direct Uncertainty Prediction, which learns

an uncertainty score directly from the raw patient features, performs significantly

better than Uncertainty via Classification. Future work might look at transferring

these techniques to different data modalities, and extending the applications to

machine learning data denoising. In the next chapter, we will use these results

to inform the effective combination of human experts and machine learning

predictions.
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Prediction Type Absolute Val 2-Wasserstein

UVC Histogram-E2E-Var 0.650 0.644
UVC Histogram-E2E-Disagree 0.645 0.633
UVC Histogram-PC-Var 0.638 0.639
UVC Histogram-PC-Disagree 0.660 0.655
DUP Variance-PR 0.671 0.664
DUP Variance-PRC 0.665 0.658
DUP Disagree-P 0.682 0.670
DUP Disagree-PC 0.680 0.669

2 Doctors 0.460 0.448
3 Doctors 0.585 0.576
4 Doctors 0.641 0.634
5 Doctors 0.676 0.670
6 Doctors 0.728 0.712

Prediction Type Binary Disagree

UVC Histogram-E2E-Var 0.643
UVC Histogram-E2E-Disagree 0.643
UVC Histogram-PC-Var 0.619
UVC Histogram-PC-Disagree 0.649
DUP Variance-PR 0.660
DUP Variance-PRC 0.656
DUP Disagree-P 0.676
DUP Disagree-PC 0.675

2 Doctors 0.455
3 Doctors 0.580
4 Doctors 0.644
5 Doctors 0.675
6 Doctors 0.718

Table 7.5: Ranking evaluation of models uncertainty scores using Spearman’s rank
correlation. In the top set of rows, we compare the ranking induced by the model
uncertainty scores to the (ground truth) ranking induced by the Wasserstein distance
between the empirical grade histogram and the adjudicated grade. We use three different
metrics for evaluating Wasserstein distance: absolute value distance, 2-Wasserstein and
Binary agree/disagree (more details in Appendix E.6.) Again, we see that all DUPs
outperform all baselines on all metrics. The second set of rows provides another way to
interpret these results. We subsample n doctors to create a new subsampled empirical
grade histogram, and compare the ranking induced by the Wasserstein distance between
this and the adjudicated grade to the ground truth ranking. We can thus say that the
average DUP ranking corresponds to having 5 doctor grades, and the average UVC
ranking corresponds to 4 doctor grades.
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CHAPTER 8

THE ALGORITHMIC AUTOMATION PROBLEM: TRIAGE, PREDICTION

AND HUMAN EFFORT

On a variety of high-stakes tasks, machine learning algorithms are on the thresh-

old of doing what human experts do with such high fidelity that we are contem-

plating using their predictions as a substitute for human output. For example,

convolutional neural networks are close to diagnosing pneumonia from chest

X-rays better than radiologists can [255, 315]; examples like these underpin much

of the widespread discussion of algorithmic automation in these tasks.

In assessing the potential for algorithms, however, the community has implic-

itly equated the specific task of prediction with the general task of automation.

We argue here that this implicit correspondence misses key aspects of the au-

tomation problem; a broader conceptualization of automation can lead directly

to concrete benefits in some of the key application areas where this process is

unfolding.

We start from the premise that automation is more than just the replacement

of human effort on a task; it is also the meta-decision of which instances of the

task to automate. And it is here that algorithms distinguish themselves from

earlier technology used for automation, because they can actively take part in

this decision of what to automate. But as currently constructed, they are not

set up to help with this second part of the problem. The automation problem,

then, should involve an algorithm that on any given instance both (i) produces

a prediction output; and (ii) additionally also produces a triage judgment of its

effectiveness relative to the human effort it would replace on that instance.
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Viewed in this light, machine learning algorithms as currently constructed

only solve the first problem; they do not pose or solve the second problem.

In effect, currently when we contemplate automation using these algorithms,

we are implicitly assuming that we will automate all instances or none. In

this chapter, we argue that when algorithms are built to solve both problems –

prediction and triage – overall performance is significantly higher. In fact, even

on tasks where the algorithm significantly outperforms humans on average per

instance, the optimal solution is to automate only a fraction of the instances and

to optimally divide up the available human effort on the remaining ones. And

correspondingly, even on tasks where an algorithm does not beat human experts,

the optimal solution may still be to automate a subset of instances.

Now is the right time to ask these questions because the AI community is

on the verge of translating some of its most successful algorithms into clinical

practice. Notably, an influential line of work showed how a well-constructed

convolutional net trained on gold-standard consensus labels for diagnosing

diabetic retinopathy (DR) outperforms ophthalmologists in aggregate, and these

results have led to considerable optimism about the role of algorithms in this

setting [315]. But the community’s discussion around these prospects has focused

on the algorithms’ per-instance prediction performance without considering the

problem of recognizing which instances to automate.

Using largely the same data, we build this additional, crucial component and

find that, even in this context where an algorithm outperforms human experts in

the aggregate, the optimal level of triage is not full automation. Instead signif-

icantly more accuracy can be had by triaging a fraction of the instances to the

algorithm and leaving the remaining fraction to the human experts. Specifically,
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full automation reduces the error rate from roughly 5.5% by human doctors to

4% with an algorithm solving every instance; automation with optimal triage,

though, reduces the error further to roughly 3.5% – effectively adding a signifi-

cant further fraction to the gains that were realized by algorithmically automating

the task in the first place.

This gain occurs for two reasons: first the algorithm’s high average perfor-

mance hides significant heterogeneity in performance. For example, on roughly

40% of the instances the algorithm has zero errors. By the same token, on a small

set of instances, the algorithm makes far more errors than average and these

instances can be assigned to humans. Second, when the algorithm automates

a fraction of the cases, that frees up human effort; reallocating that effort to the

remaining cases can achieve further gains. In principle these gains could come

from a single doctor spending additional time on the instance, or from multiple

doctors looking at it; in our case, the available data allows us to explicitly quan-

tify the gains arising from the second of these effects, due to the fact that we have

multiple doctor judgments on each instance.

These results empirically demonstrate the importance of the triage component

for the automation problem. We show that the gains we demonstrate are unlikely

to have fully tapped the potential gains to be had through algorithmic triage:

this neglected component deserves the kind of sustained effort from the machine

learning community that the prediction component has received to date. In fact,

given the disparity in efforts on these two problems, it is possible that the highest

return to improving automation performance is through solving triage rather

than further improving prediction.
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8.1 General Framework

In a typical application where we consider using algorithmic effort in place of

human effort, the goal is to label a set of instances of the problem with a positive

or a negative label. For example, in a medical diagnosis setting, we may have

a set of medical images, and the goal is to label each with a binary yes/no

diagnosis. Let x be an instance of the labeling problem, and let a(x) be its ground

truth value. For our purposes (as in the example of a binary diagnosis), we will

think of this ground truth value as taking a value of either 0 or 1, with a(x) = 0

corresponding to a negative label and a(x) = 1 corresponding to a positive label.

How do we approach this problem algorithmically? Given a set U of instances,

we could train an algorithm to produce a numerical estimate m(x) ∈ [0, 1] with

the goal of minimizing a loss function
∑

x∈U L(a(x),m(x)), where L(·, ·) increases

with the distance between its two inputs. For notational convenience, we will

write g(x) for L(a(x),m(x)), the algorithmic error on instance x. The m(x) values

are then converted into (binary) predictions, and we can evaluate the resulting

error relative to ground truth. As a concrete example, one option is to threshold

the m(x) to produce a 0 or 1 value, and evaluate agreement with a(x).

When a social planner considers the prospect of introducing algorithms into

an existing task, we often imagine the question to be the following. The planner

currently has human effort being devoted to instances of the task; for an instance

x ∈ U, we can imagine that there is a human output h(x), resulting in a loss

f (x) = L(a(x), h(x)). The question of whether to automate the task could then

be viewed as a comparison between
∑

x∈U g(x) and
∑

x∈U f (x) — the loss from

algorithmic effort relative to the loss from human effort.
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Allocating Human Effort In order to think about the activity of automation in

a richer sense, it is useful to start from the realization that even in the absence of

algorithms, the social planner is implicitly working with a larger space of choices

than the simple picture above suggests. In particular, they have some available

budget of total human effort, and they do not need to allocate it uniformly across

instances: for an instance x, the planner can allocate k units of human effort

for different possible values of k. There are multiple possible interpretations

for the meaning of k; for example, in the case of diagnosis we could think of

k as corresponding to the number of distinct doctors who look at the instance,

or alternately to the total amount of time spent collectively by doctors on the

instance. Thus, our functions h and f should more properly be written as two-

variable functions that take an instance x and a level of effort k: we say that h(x, k)

is the label provided as a result of k units of human effort on instance x, and

f (x, k) = L(a(x), h(x, k)) is the resulting loss that we would like to minimize.

Note that as functions of effort k, it may be that f (x, k) and f (x′, k) are quite

different for different instances x and x′. For example, instance x may be much

harder than instance x′, and hence f (x, k) will be much larger than f (x′, k); sim-

ilarly, instance x might not exhibit as much marginal benefit from additional

effort as instance x′, and hence the growth of f (x, k) over increasing values of

k might be much flatter than the growth of f (x′, k). The social planner might

well not have precise quantitative estimates for values like f (x, k), but implicitly

they are seeking to allocate human effort across the set of instances U so as to

minimize the total loss incurred. And indeed, a number of basic protocols —

such as asking for second opinions — can be viewed as increasing the amount of

effort spent on instances where there might be benefits for error reduction.
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8.1.1 Automation involving Algorithms and Humans

When algorithms are introduced, the social planner has several new consid-

erations to take into account. First, the full automation problem should be

viewed more broadly than just a binary comparison of human and algorithmic

performance; it can involve decisions about the allocation of both human and

algorithmic effort. The introduction of the algorithm need not be all-or-nothing:

we can choose to apply it to some instances in a way that replaces human effort,

thereby potentially freeing up this effort to be used on other instances. The

average overall comparison might even hide instances where the algorithm

much more significantly under- (or out-) performs the human. Second, decisions

about the allocation of human effort depend on the function f (x, k), which can be

challenging to reason about. Algorithms can potentially provide assistance in

estimating these quantities f (x, k) to help even in the allocation of human effort.

The general problem can therefore be viewed as follows. We would like to

select a subset S of instances on which no human effort will be used (only the

algorithm), and we will then optimally allocate human effort on the remaining

instances T = U − S . Suppose that we have a budget B on the total number of

units of human effort that we can allocate, and we decide to allocate kx units of

effort to each instance x ∈ T . On such an instance x, we incur a loss of f (x, kx),

using our notation above; and on the instances x ∈ S we incur a loss of g(x) from

the algorithmic prediction.
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We thus have the following optimization problem.

Min
∑
x∈S

g(x) +
∑
x∈T

f (x, kx) (8.1)

subject to
∑
x∈T

kx ≤ B (8.2)

S ∪ T = U; S ∩ T = φ (8.3)

Our earlier discussions about algorithms and humans in isolation are special

cases of this optimization problem: full automation, when the algorithm substi-

tutes completely for human effort, is the case in which S = U; and the social

planner’s problem in the absence of an algorithm — which still involves deci-

sions about the effort variables kx — is the case in which T = U. Intermediate

solutions can be viewed as performing a kind of triage, a term we use here in a

general sense for a process in which some instances go purely to an algorithm

and others receive human attention.

By deliberately adopting a very general formulation, we can also get a clearer

picture of the kinds of information we would need in order to perform automa-

tion more effectively. Specifically,

(i) In addition to making algorithmic predictions m(x), the automation problem

benefits from more accurate estimates of the algorithm’s instance-specific

error rate g(x).

(ii) The allocation of human effort benefits from better models of human error

rate, including error as a function of effort spent f (x, k). As noted above,

we can use an algorithm to help in estimating this human error rate.

(iii) Given estimates for the functions f and g, we can obtain further perfor-

mance improvements purely through better allocations of human effort in
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the optimization problem (8.1).

We note that the notion of human error involves an additional set of complex

design choices, which is how humans decide to make use of algorithmic assis-

tance on the instances (in the set T ) where they spend effort. In particular, if we

imagine that algorithmic predictions are available on the instances in T , then the

humans involved in the decision on x ∈ T may have the ability to incorporate

the algorithmic prediction m(x) into their overall output h(x, kx), and this will

have an effect on the error rate f (x, kx). In general, of course, it will be difficult

to model a priori how this synthesis will work, although it is a very interesting

question; we show that our results for the automation problem do not require

assumptions about this aspect of the process, but we explore this question later

in the chapter.

8.1.2 Heuristics for Automation

If we think of the social planner as the entity tasked with solving the automation

problem in (8.1), they are now faced with a set of considerations: not simply the

binary question of whether to use human or algorithmic effort, but instead how

to divide the instances between those (in S ) that will be fully automated and

those (in T ) that will involve human effort, and how to estimate the error rates

g(x) and f (x, k) so as to solve the allocation problem effectively.

We will show that significant performance gains can be achieved over both

algorithmic and human effort even if we use only very simple heuristics for the

different components of the allocation problem. Moreover, through a stronger
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benchmark based on ground truth, we will also show that much stronger gains

are in principle achievable with improved approaches to the components.

We can describe the simplest level of heuristics in terms of sub-problems (i),

(ii), and (iii) from earlier in this section. The simplest heuristic for (i) is to use the

functional form of the variance, m(x)(1 − m(x)) as a measure of the algorithm’s

uncertainty in its prediction on x. A comparably natural predictor does not exist

for (ii). We therefore design new algorithmic predictors to estimate the values of

both (i) and (ii), and use these to guide the allocation of algorithmic and human

effort. We show that using separate predictors in this way also strengthens

the performance gains relative to the simpler heuristic based on m(x)(1 − m(x)),

although even this basic heuristic yields improvements over full automation.

Given these predictors for (i) and (ii), what does this suggest about simple

strategies for approximating (iii), the allocation of human effort? First, we could

restrict attention to solutions in which each instance in T receives the same

amount of effort. Thus, if there are N total instances in U, we could choose a

real number α ∈ [0, 1], perform full automation on a set S of αN instances, and

divide the B units of human effort evenly across the remaining β = 1 − α fraction

of the instances. This means that each instance in the set receiving human effort

gets B/βN units of effort. For simplicity, let us write B = cN, so that the human

effort per instance in this remaining set is c/β. With this allocation of effort, the

resulting loss is
∑

x∈S g(x) +
∑

x∈T f (x, c/β).

This restriction on the set of possible solutions suggests the following heuristic.

Consider any partition of the instances into S and T , and suppose we use the

algorithm on all the instances. Then we can write the resulting loss in the
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following convenient way:
∑

x∈S g(x) +
∑

x∈T g(x). Subtracting from the loss that

results when we assign c/β units of human effort to each instance in T , we see

that the difference is
∑

x∈T [ f (x, c/β) − g(x)].

Thus, for a given value of α (specifying the fraction of instances that we

wish to assign to the algorithm), it is sufficient to rank all instances x ∈ U by

τα(x) = f (x, c/β) − g(x), and then choose the αN instances with the largest values

of τα to put in the set S that we give to the algorithm. We can thus think of τα(x)

as the triage score of instance x, since it tells us the effect of algorithmic triage

relative to human effort on the expected error.

8.1.3 Overview of Results

We put these ideas together in the context of a widely studied medical application,

concerned with the diagnosis of diabetic retinopathy, detailed in the next section.

We rank instances by their triage score, using simple forms for the algorithmic

loss g(x) and human loss f (x, c/β), and we then search over possible values of α,

evaluating the performance at each. We find that there is range of values of α,

and a way of choosing αN instances to give to the algorithm, so that the resulting

performance exceeds either of the binary choices of fully assigning the instances

to the algorithm or to human effort.

As a scoping exercise, to see how strong the possible gains from our automa-

tion approach might be, we consider what would happen if we ranked instances

by a triage score derived from a ground-truth estimate of the individual human

error on each instance. Such a benchmark indicates the power of the optimization
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framework if we are able to get better approximations to the key quantities of

interest — the functions f and g. We find large performance gains from this

benchmark, and we also explore some stronger methods to work on closing the

gap between our simple heuristics and this ideal.

Different Costs for Error. In many settings, a social planner may associate

higher costs to errors committed by automated methods relative to errors com-

mitted by humans — for example, there may be concern about the difficulty

in identifying and correcting errors through automation, or the end users of

the results may have a preference for human output. It is natural, therefore, to

consider a version of the optimization problem in which the objective (8.1) has an

additional parameter λ specifying the relative cost of error between algorithms

and humans. This new objective function is

λ
∑
x∈S

g(x) +
∑
x∈T

f (x, kx). (8.4)

One might suppose that as λ grows large, the social planner would tend to

favor purely human effort, given the relative cost of errors from automation. And

indeed, the basic comparison that is typically made between
∑

x∈U g(x) (for full

automation) and
∑

x∈U f (x, kx) (for purely human effort) would suggest that this

should be the case, since eventually λ will exceed the ratio between these two

quantities. But our more detailed framework makes clear that these aggregate

measures of performance can obscure large levels of variability in difficulty

across instances. And what we find in our application is that it is possible for the

algorithm to identify a large set of instances S on which it makes zero errors. Thus,

even with strong preferences for human effort over algorithmic effort, it may still

be possible to find sizeable subsets of the problem that should nevertheless be
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Figure 8.1: Example fundus photographs. Fundus photographs are images of the back
of the eye, which can be used by an opthalmologist to diagnose patients with different
kinds of eye diseases. One common such eye disease is Diabetic Retinopathy, where high
blood sugar levels cause damage to blood vessels in the eye.

automated — a fact that is hidden by comparisons based purely on aggregate

measures of performance.

8.2 Medical Preliminaries, Data and Experimental Setup

We first outline the details of the medical prediction problems, and describe the

data and experimental setup used to design the automated decision making

algorithm. As our primary goal is to study the interaction of this algorithm with

human experts, we treat many of the underlying algorithmic components (e.g. a

deep neural network model trained for predictions) as fixed, and focus on the

different modes of interactions.

The main setting for our study is the use of fundus photographs, large images

of the back of the eye, to automatically detect Diabetic Retinopathy (DR). Diabetic

Retinopathy is an eye disease caused by high blood sugar levels damaging blood

vessels in the retina. It can develop in anyone with diabetes (type 1 or type 2),

and despite being treatable if caught early enough, it remains a leading cause of

blindness [6].
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A patient’s fundus photograph is graded on a five class scale to indicate the

presence and severity of DR. Grade 1 corresponds to no DR, 2 to mild (nonprolif-

erative) DR, 3 to moderate (nonproliferative) DR, 4 to severe (nonproliferative)

DR and 5 to proliferative DR. An important clinical threshold is at grade 3, with

grades 3 and above called referable DR, requiring immediate specialist attention,

[1]. Figure 8.1 shows some example fundus photos.

8.2.1 Data

The data used for designing the algorithm consists of these fundus photographs,

with each photograph having multiple DR grades. These grades are assigned

by individual doctors independently looking at the fundus photograph and

deciding what DR classification the image should get. There are important

distinctions between the data used for training the algorithm, and the data used

for evaluation. The training dataset is much larger in size (as a key component is

a large deep neural network) and hence each image is more sparsely labelled –

typically with one to three DR grades. The evaluation dataset is much smaller

and more extensively annotated. It is described in detail below in Section 8.2.3.

In the mechanics of training our classifier, it will be useful to view DR di-

agnosis as a 5-class classification, using the 5-point grading scheme. However,

when we consider the problem of triage and automation at a higher level, we

will treat the task as a binary classification problem into images that are referable

or non-referable.
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Figure 8.2: Diagram of Algorithm for Diagnosing Diabetic Retinopathy (DR). The
algorithm takes as input a fundus photograph, which, with doctor grades as targets,
is used to train a convolutional neural network to perform 5 class classification of DR.
For evaluation on an image i the output values of the convolutional neural network
on grades ≥ 3, o3, o4, o5, are summed to give m(xi), the total output mass on a referable
diagnosis. m(xi) is then thresholded with qR – the threshold for a referable diagnosis.
This binary decision is output by the algorithm.

8.2.2 A Decision Making Algorithm for Diabetic Retinopathy

Similar to prior work [102], we first use the training dataset to train a convolu-

tional neural network to classify each image. Specifically, the CNN outputs a

distribution over the 5 different DR grades for each fundus photograph, with

the empirical distribution of the individual doctor grades for that image as the

target.

The question of whether the patient has referable DR (with a grade of at least

3), and hence needs specialist attention, is one of the most important clinical

decisions. The outputs of the trained convolutional neural network form the

basis of an algorithm to make this decision. First, we compute the predicted

probability of referable DR by summing the model’s output mass on DR grades

≥ 3. For each image xi, this gives a predicted referable DR probability of m(xi).

Next, we rank the images according to the m(xi) values, and pick a threshold qR.
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Images xi with m(xi) ≥ qR are labelled as referable DR by the algorithm, and the

others as non-referable.

The choice of the threshold qR is made so that the total number of cases

marked as referable by the algorithm matches the total number of cases marked

as referable when aggregating the human doctor grades. This ensures that the

effort, resources, and expense needed to act upon the algorithmic decisions match

the current (feasible) effort resulting from the human decision making process.

This is discussed in further detail in Section 8.2.4

The result of this process is an algorithm taking as input a patient’s fundus

photograph, and outputting a binary 0/1 decision on whether the patient has

non-referable/referable Diabetic Retinopathy. We illustrate the components of

the DR algorithm in Figure 8.2. The full details of our algorithm development

setup can be found in Appendix Section F.1.

8.2.3 Evaluation

We evaluate our decision-making algorithm on a special, gold-standard adju-

dicated dataset [167]. This dataset is much smaller than our training data, but

is meticulously labelled. For every fundus photograph in the dataset, there

are many individual doctor grades, and also a single adjudicated grade, given

after multiple doctors discuss the appropriate diagnosis for the image. This

adjudicated grade acts as a proxy for the ground truth condition, and we use it to

evaluate both the individual human doctors and the decision making algorithm.

In Appendix Section F.5 we carry out an additional evaluation of the methods on
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a different dataset, which exhibits the same results.

8.2.4 Aggregation and Thresholding

During evaluation and the triage process, we often have multiple (binary) grades

per image. These grades might correspond to multiple different human doctors

individually diagnosing the image, or the algorithm’s binary decision along with

human doctor grades. In all of these cases, for evaluation, we must typically

aggregate these multiple grades into a concrete decision – a single summary

binary grade. To do so, we compute the mean grade and threshold by a value

R. If the mean is greater than R, this corresponds to a decision of 1 (referable);

otherwise the decision is 0 (non-referable).

The choice of the threshold R also affects the choice of qR which is used for

the algorithm’s decision. To compute qR, we first aggregate the multiple doctor

grades per image into a single grade by computing their mean and thresholding

with R. This gives us the total number of patients marked as referable by the

human doctors, and we pick qR so that the algorithm matches this number.

In the main text, we give results for R = 0.5, which corresponds to the majority

vote of the multiple grades for an image. In the Appendix, we include results for

R = 0.3, 0.4, which support the same conclusions.
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8.3 The Triage Problem and Human Effort Reallocation

The performance of human experts and algorithmic decisions are typically sum-

marized and compared via a single number, such as average error, F1 score, or

AUC. Seeing the algorithm outperform human experts according to these metrics

might suggest the hypothesis that the algorithm uniformly outperforms human

experts on any given instance.

What we find instead, however, is significant diversity across instances in the

performance of humans and algorithms: for natural definitions of human and

algorithmic error probability (formalized below), there are instances in which

human effort has lower error probability than the algorithm, and instances in

which the algorithm has lower error probability than human effort. Moreover,

this diversity is partially predictable: we can identify with non-trivial accuracy

those instances on which one entity or the other will do better. This diversity

and its predictability is an important component of the automation framework,

since it makes it possible to divide instances between algorithms and humans so

that each party is working on those instances that are best suited to it.

We first study this performance diversity, and then move on to the problem

of allocating effort between humans and algorithms across instances.

8.3.1 Per Instance Error Diversity of Humans and Algorithms

In order to look at the differences in performance between humans and algo-

rithms on an instance-by-instance level, we want to define, for each instance xi
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Figure 8.3: Histogram plot of Pr [Hi] − Pr [Mi] for instances i in the adjudicated eval-
uation dataset. We show a histogram of probability of human doctor error minus
probability of model error over the examples in the adjudicated dataset. The orange bars
correspond to examples where the human expert has a lower probability of error than
the algorithm, the red where the probability of error is approximately equal, and the
blue where the algorithm’s probability of error is lower than the human expert’s. The
left pane is a log plot, and the right is standard scaling (pictured without the red bar.)
While the algorithm clearly has lower error probability than the human in more cases,
there is a nontrivial mass ( 5%) where the human experts have lower error probability
than the model.

in the adjudicated dataset, an error probability Pr [Hi] for the doctors (human

experts) and an error probability Pr [Mi] for the algorithm.

The quantity Pr [Hi] is straightforward to compute on the adjudicated dataset:

for an instance xi, suppose that ni doctors evaluate it, assigning it binary non-

referable/referable grades h(1)(xi), ..., h(ni)(xi). Let a(xi) be the binary adjudicated

grade for xi. Then we can define

Pr [Hi] =

∑ni
j=1 |h

( j)(xi) − a(xi)|

ni
.

That is, Pr [Hi] is the average disagreement of doctors with the adjudicated grade.

Computing Pr [Mi] is a little more complicated. Recall that for an instance i,

the convolutional neural network model in the algorithm outputs a value m(xi)

between [0, 1] that is then thresholded to give a binary decision. A naive estimate
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of the error probability could therefore be m(xi) if the instance is not referable,

and 1 −m(xi) if the instance is referable. Unfortunately, deep neural networks are

well-known to be poorly calibrated [103], and this naive approximation is both

poorly calibrated and at a different scaling to the human doctors. This is not a

concern for the algorithm’s binary decision, since only the rank-ordering of the

m(xi) values matter for this, but it poses a challenge for producing a probability

that can serve as Pr [Mi].

Determining Algorithm Error Probabilities

To overcome this issue, we develop a simple method to calibrate the convolu-

tional neural network’s output. Recall that the neural network outputs a value

m(xi) ∈ [0, 1] for each image xi – i.e. it induces a ranking over the images xi, which

is used to determine the algorithmic decision. We evaluate this induced ranking

directly by asking:

Suppose we produced a (random) number R of referable instances by sampling a

random doctor for each instance, what is the probability that xi is among the top R

instances in the induced ranking?

We define p̃(xi) as the probability that the prediction algorithm declares xi

to be referable. We can then define the error probability, Pr [Mi], as p̃(xi) if the

adjudicated grade a(xi) is referable, and 1 − p̃(xi) if a(xi) is non-referable. In

Appendix Section F.2, we provide specific details of the implementation.
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Results on Performance Diversity

We can now use the estimate of Pr [Mi] and Pr [Hi] to study the variation in human

expert and algorithmic error across different instances. Specifically, we plot a

histogram of values of Pr [Hi] − Pr [Mi] across all the adjudicated image instances.

The result is shown in Figure 8.3. We see that while there are more images

where Pr [Mi] < Pr [Hi], there is a non-trivial fraction of images with Pr [Mi] >

Pr [Hi]. In the subsequent sections, we analyze different ways of predicting these

differences as a way to perform triage, and demonstrate the resulting gains.

8.3.2 Performing Triage and Reallocating Human Effort

In formulating the basic problem of automation, we considered two baselines for

performance. The first is full automation, in which the overall loss is
∑

xi∈U g(xi).

The second is equal coverage of all instances by human effort: if we have a

budget of B = cN units of effort for N instances, then we allocate c units of

human effort to each, resulting in a loss of
∑

xi∈U f (xi, c). Our goal here is to show

that by allocating human and algorithmic effort more effectively according to

optimization problem (8.1) from Section 8.1, we can improve on both of these

baselines.

Recall the basic heuristic from Section 8.1: for an arbitrary α ∈ [0, 1], we

compute a triage score τα(xi) for each instance xi; we assign the first αN to the

set S to be handled by the algorithm, and we allocate equal amounts of human

effort to the remaining set T of (1 − α)N instances. Note that α = 1 corresponds
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to the full automation baseline, while α = 0 corresponds to equal coverage of all

instances by human effort. We will see, however, that stronger performance can

be achieved for intermediate values of α.

We begin with two ways of computing the triage score. The first follows the

basic strategy from Section 8.1, where we train two algorithmic predictors to

estimate (i) the algorithm’s error probability, Pr [Mi] and (ii) the human error

probability Pr [Hi]. Specifically, we train two auxillary neural networks, one to

predict Pr [Hi] and one to predict Pr [Mi]. To predict Pr [Hi], we build off of the

work of [?] on direct prediction of doctor disagreement: we label each example

with a 0 if there is agreement amongst the doctor grades, and 1 otherwise,

and train a small neural network to predict these agreement labels from the

image embedding. A similar setup is employed for predicting Pr [Mi], where the

binary label now corresponds to whether the output of the diagnostic 5-class

convolutional neural network agrees with the doctor grades – i.e. does the model

make an error on that image. The full details of this process are described in

Appendix F.2.

The second method of computing a triage score establishes an “ideal” bench-

mark on the potential power of the optimization problem (8.1) using aspects of

ground truth, sorting the instances by the true value of Pr [Hi] − Pr [Mi], since

this divides the instances between humans and algorithms based on the relative

strength of each party on the respective instances.

In both cases, we determine the performance of the human effort using the

average of a corresponding number of randomly sampled doctor grades from

the data. This allows us to demonstrate improvements without any assumptions
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Figure 8.4: Combing algorithmic and human effort by triaging outperforms full
automation and the equal coverage human baseline. Left column: triage by the dif-
ference between the predicted values of Pr [Hi] and Pr [Mi]. Right column: triage by
ground truth Pr [Hi] − Pr [Mi] We order the images by their triage scores (predicted
Pr [Hi] − Pr [Mi] for the left column and ground truth Pr [Hi] − Pr [Mi] on the right), and
automate an α fraction of them. The remaining (1 − α)N images have the human doctor
budget (N, 2N, 3N grades) allocated amongst them, according to the equal coverage
protocol. This is described in further detail in Appendix Section F.3. The black dotted
line is the performance of full automation, and the coloured dotted lines the performance
of equal coverage for the different total number of doctor grades available. We see that
triaging and combining algorithmic and human effort performs better than all of these
baselines. Triaging by ground truth (right column) gives significant gains, and suggests
that better triage prediction is a crucial problem that merits further study. In Appendix
Section F.4, we also include results when the remaining (1−α)N cases have the algorithm
grade available, along with the reallocated human effort. The qualitative conclusions are
identical.
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on how the doctors might use information from the algorithmic predictions on

these instances. It is also reasonable, however, to imagine a scenario in which

the algorithmic predictions are still freely available even on the instances that we

assign to the human doctors, and to consider simple models for how the doctor

grades might be combined with these algorithmic predictions. We consider this

case in the Appendix, which supports the same conclusions.

Triage Results

The results for these two triage scores, as we vary α, are shown in Figure 8.4.

The figure depicts both the average error (bottom row), as well as the F1 score

(top row), which accounts for imbalances between the number of referable and

non-referable instances. The left column corresponds to using the difference

between the predicted values of Pr [Hi] and Pr [Mi] as a triage score, while the

right column corresponds to using the true value Pr [Hi] − Pr [Mi] to perform

triage. In both triage schemes, we observe that the best performance comes for

0 < α < 1, beating both the full automation protocol (dotted black line) and equal

coverage of all instances by human effort (coloured dotted lines).

While combining algorithmic and human effort in both of these ways leads

to performance gains, we see that the ground truth triage ordering performs

significantly better than triaging by the predicted error probability. This suggests

that learning better triage predictors might have an even greater impact on over-

all deployed performance than continuous slight improvements to diagnostic

accuracy.
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Figure 8.5: Even triaging by algorithm uncertainty leads to gains over pure algorith-
mic and pure human performance. Instead of the separate error prediction algorithms,
we triage by the simple algorithm uncertainty: m(x)(1 − m(x)), which acts as a proxy
for algorithm error probability (and no explicit modelling of human error probability.)
The same qualitative conclusions hold with this simple triage score also (purple line),
although larger gains are achieved with the separate error prediction algorithms (blue
line). These results are for N doctor grades, the same conclusions hold for 2N, 3N grades.

The Simplest Heuristic: Algorithmic Uncertainty

In the previous section, we saw the results of training two separate algorithmic

predictors to estimate the values of Pr [Hi] and Pr [Mi], and using the difference

between these predicted values as a triage score. An even simpler triage score

is given by only using the algorithm’s uncertainty, m(x)(1 − m(x)). In Figure 8.5,

we show that even this triage score, available ‘for free’ from the algorithmic

predictor, improves upon pure automation and pure human effort, although

larger gains are available through using the two algorithmic error predictors.

These results reiterate the rich possibilities for gains from algorithmic triage.
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8.3.3 Differential Costs and Zero-Error Subsets

Finally, we recall a further consideration from the framework in Section 8.1:

suppose the social planner views errors made by algorithms as more costly than

errors made by humans, resulting in an objective function of the form in (8.4),

λ
∑

x∈S g(x) +
∑

x∈T f (x, kx). As λ becomes large, what does this imply about the

use of algorithmic predictions?

We find in our application that it is possible to identify large subsets of

the data on which the algorithm achieves zero error. Such a fact can easily be

hidden by considering only aggregate measures of algorithmic performance,

and it implies that even when λ is large, there may still be an important role for

algorithms in automation.

To quantify this effect, we order the instances by a triage score as in our earlier

analyses. We then look at the average error of the algorithmic predictions on the

first α fraction of images: for α varying between 0 and 1, we plot

Merr(αN)
N

where Merr(αN) is the number of errors made by the model on the first αN

instances.

Results

Figure 8.6 left pane shows the results of plotting this quantity. We triage the cases

both by our prediction of Pr [Hi]−Pr [Mi] from the two error prediction algorithms

as well as the simple algorithm uncertainty term, m(x)(1 − m(x)). We evaluate the
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Figure 8.6: Triage identifies large subsets of the data with zero error. We plot the
average cumulative error Merr(αN)

N , where Merr(αN) is the number of errors made by
the algorithm on the first α fraction of the N images when triaged. We observe that
triaging even by the simple uncertainty measure, m(xi)(1 − m(xi)) (left plot), can identify
a 35% fraction of data where the algorithm makes zero errors. Using the separate error
prediction model from Section 8.3.2, we can improve on this, identifying 44% of the data
where the algorithm has zero errors. The plot is averaged over three repetitions (so each
repeat identified at least 35%, 44% of the data respectively.)

average error of the algorithmic predictions on the first α fraction of images, over

three repetitions of training the diagnostic neural network component of the

algorithm. We see that even using the simple m9x)(1 − m(x)) as a triage score, we

can identify a zero-error subset that is 35% the size of the entire dataset. Similar

to Section 8.3.2, further improvements are shown by predicting the value of

Pr [Hi] − Pr [Mi]. The right pane of Figure 8.6 shows this result, where we can

identify a zero-error subset of size 44%, again averaged over three repetitions.

8.4 Related Work

With the successes of machine learning and particularly deep learning method-

ologies in modalities such as imaging, there have been numerous works compar-

ing algorithmic performance to human performance in medical tasks, albeit in
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frameworks that implicitly interpret automation as success in prediction. In this

prediction setting, the general comparison is between the case in which only the

algorithm is used and the case in which only human effort is used; such compar-

isons have been done for chest x-rays [255], for Alzheimer’s detection from PET

scans [62], and for the setting we consider here based on diabetic retinopathy

diagnosis from fundus photographs (and OCT scans) [57, 102]. The recent survey

paper by Topol [315] references several additional studies of this kind. A few

papers have begun to look at fixed modes of interaction with humans, including

processes in which algorithmic outputs are reviewed by physicians [33, 59, 193],

as well as fixed combinations of physician and algorithmic judgments, as seen in

Chapter 7.

8.5 Discussion

This chapter has presented a framework for analyzing automation by algorithms.

Rather than treating the introduction of algorithms in an all-or-nothing fashion,

we show that stronger performance can be obtained if algorithms are used

both (i) for prediction on instances of the problem, and (ii) for providing triage

judgments about which instances should be handled algorithmically and which

should be handled by human effort. This broader formulation of the automation

question highlights the importance of accurately estimating the propensity of

both humans and algorithms to make errors on a per-instance basis, and the use

of these estimates in an optimization framework for allocating effort efficiently.

Analysis of an application in diabetic retinopathy diagnosis shows that this

framework can lead to performance gains even for well-studied problems in AI

211



applications in medicine.

Through the analysis of benchmarks for stronger performance, we also high-

light how stronger predictions of per-instance error has the potential to yield

still better performance. Our findings thus demonstrate how further study of

algorithmic triage and its role in allocating human and computational effort has

the potential to yield substantial benefits for the task of automation.
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Part V

Conclusion and Future Directions
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CHAPTER 9

CONCLUSION AND FUTURE DIRECTIONS

With the dramatic increase in the size and complexity of data across many

specialized domains, and the continuing breakthroughs in central machine learn-

ing problems, there are many exciting opportunities for applications of machine

learning in high-stakes domains such as medicine. However, these opportunities

also present new challenges, such as gaining insights into the system beyond per-

formance metrics, designing efficient learning algorithms and enabling effective

collaboration between AI systems and human experts (with better evaluation of

these capabilities).

In this thesis we have presented some of the research results taking steps

to address these challenges. We started by developing quantitative techniques

for giving insights into the hidden representations of neural network models,

which shed light on many fundamental design components such as the training

process and generalization. These insights went on to inform simpler and more

flexible methods for efficient learning, across both few-shot learning and transfer

learning. Finally, we looked at approaches to combine trained AI systems with

human experts, formulating and tackling new prediction problems along the

way and demonstrating that effective combinations could outperform either

entity alone.

While these are important steps in surmounting the aforementioned chal-

lenges, there remain many rich open directions for future exploration. Consid-

ering the results presented in Part II, there is significant scope to build more

techniques to give different kinds of insights into deep learning systems. As a
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concrete example, we might consider using Partial Least Squares [347] or Gener-

alized Canonical Correlation [313] as a foundation for representation analysis.

There are also interesting open questions in combining representational analysis

methods with interpretability techniques [231] to gain further understanding of

the distributed nature of representations.

Similarly, building the results of both Part II and Part III we might consider

understanding and unifying the diverse set of new self-supervision and semi-

supervised learning methods developed by the community, and overviewed in

Chapter 2. Such techniques could also dramatically help reduce the dependence

on the need for costly labels in specialized applications. In Part III, we focused

on transfer learning and few-shot learning as two approaches to reduce label

dependence. An interesting regime to further explore is medium-shot learning,

where there are more data instances than in few-shot learning, but perhaps

not enough for full-fledged finetuning like in transfer learning. Understanding

which algorithms might be most effective in this setting is an underexplored

direction.

Finally, there are many rich directions to explore in enabling better collab-

oration between human experts and AI systems. Part IV presented a simple

predictive problem and a resulting (effective) way to do a single-step combina-

tion of AI systems and human experts. There are many followup questions from

even this first set of results. How faithfully can AI systems model human experts

(and their potential errors)? Can we use techniques like few-shot learning to

model individual human behaviours with less data? What are the evaluation

metrics for AI systems that might best indicate their ability to work well with

human experts on predictive tasks? Are there multistep interactions or techniques
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for feedback incorporation (by either entity) that can be modelled and deployed?

We hope that the work presented in this thesis provides a foundation of both

results and questions that will help further progress on these central challenges

and enable the full potential of the design and deployment of machine learning

systems.
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APPENDIX A

CHAPTER 3 APPENDIX

A.1 Mathematical details of CCA and SVCCA

Canonical Correlation of X,Y Finding maximal correlations between X,Y can

be expressed as finding a, b to maximise:

aT ΣXYb√
aT ΣXXa

√
bT ΣYYb

where ΣXX,ΣXY ,ΣYX,ΣYY are the covariance and cross-covariance terms. By per-

forming the change of basis x̃̃x̃x1 = Σ
1/2
xx a and ỹ̃ỹy1 = Σ

1/2
YY b and using Cauchy-Schwarz

we recover an eigenvalue problem:

x̃̃x̃x1 = argmax

 xT Σ
−1/2
XX ΣXYΣ−1

YYΣYXΣ
−1/2
XX x

||x||

 (*)

SVCCA Given two subspaces X = {xxx1, ..., xxxm1},Y = {yyy1, ...,yyym2}, SVCCA first

performs a singular value decomposition on X,Y . This results in singular vectors

{x′x′x′1, ..., x′x′x′m1}with associated singular values {λ1, ..., λm1} (for X, and similarly for

Y). Of these m1 singular vectors, we keep the top m′1 where m′1 is the smallest

value that
∑m′1

i=1 |λi|(≥ 0.99
∑m1

i=1 |λi|). That is, 99% of the variation of X is explainable

by the top m′1 vectors. This helps remove directions/neurons that are constant

zero, or noise with small magnitude.

Then, we apply Canonical Correlation Analysis (CCA) to the sets

{x′x′x′1, ..., x′x′x′m′1}, {y
′y′y′1, ...,y

′y′y′m′2} of top singular vectors.
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CCA is a well established statistical method for understanding the similar-

ity of two different sets of random variables – given our two sets of vectors

{x′x′x′1, ..., x′x′x′m′1}, {y
′y′y′1, ...,y

′y′y′m′2}, we wish to find linear transformations, WX,WY that max-

imally correlate the subspaces. This can be reduced to an eigenvalue problem.

Solving this results in linearly transformed subspaces X̃, Ỹ with directions x̃xxi, ỹyyi

that are maximally correlated with each other, and orthogonal to x̃xx j, ỹyy j, j < i. We

let ρi = corr(x̃xxi, ỹyyi). In summary, we have:

SVCCA Summary

1. Input: X,Y

2. Perform: SVD(X), SVD(Y). Output: X′ = UX,Y ′ = VY

3. Perform CCA(X′, Y ′). Output: X̃ = WXX′, Ỹ = WYY ′ and corrs =

{ρ1, . . . ρmin(m1,m2)}

A.2 Additional Proofs and Figures from Section 3.2.1

Proof of Orthonormal and Scaling Invariance of CCA:

We can see this using equation (*) as follows: suppose U,V are orthonormal

transforms applied to the sets X,Y . Then it follows that Σa
XX becomes UΣa

XXUT , for

a = {1,−1, 1/2,−1/2}, and similarly for Y and V . Also note ΣXY becomes UΣXYVT .

Equation (*) then becomes

x̃1 = argmax

 xT UΣ
−1/2
XX ΣXYΣ−1

YYΣYXΣ
−1/2
XX UT x

||x||


218



So if ũ is a solution to equation (*), then Uũ is a solution to the equation above,

which results in the same correlation coefficients.
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Figure App.1: This figure shows the ability of CCA to deal with orthogonal and scaling
transforms. In the first pane, the maroon plot shows one of the highest activation
neurons in the penultimate layer of a network trained on CIFAR-10, with the x-axis being
(ordered) image ids and the y-axis being activation on that image. The green plots show
two resulting distorted directions after this and two of the other top activation neurons
are permuted, rotated and scaled. Pane two shows the result of applying CCA to the
distorted directions and the original signal, which succeeds in recovering the original
signal.

The importance of SVD: how many directions matter?

While CCA is excellent at identifying useful learned directions that correlate,

independent of certain common transforms, it doesn’t capture the full picture

entirely. Consider the following setting: suppose we have subspaces A, B,C,

with A being 50 dimensions, B being 200 dimensions, 50 of which are perfectly

aligned with A and the other 150 being noise, and C being 200 dimensions, 50 of

which are aligned with A (and B) and the other 150 being useful, but different

directions.

219



Then looking at the canonical correlation coefficients of (A, B) and (A,C) will

give the same result, both being 1 for 50 values and 0 for everything else. But

these are two very different cases – the subspace B is indeed well represented by

the 50 directions that are aligned with A. But the subspace C has 150 more useful

directions.

This distinction becomes particularly important when aggregating canonical

correlation coefficients as a measure of similarity, as used in analysing network

learning dynamics. However, by first applying SVD to determine the number of

directions needed to explain 99% of the observed variance, we can distinguish

between pathological cases like the one above.

A.3 Proof of Theorem 1

(a) (b) (c) (d)

Figure App.2: This figure visualizes the covariance matrix of one of the channels
of a resnet trained on Imagenet. Black correspond to large values and white
to small values. (a) we compute the covariance without a translation invariant
dataset and without first preprocessing the images by DFT. We see that the co-
variance matrix is dense. (b) We compute the covariance after applying DFT, but
without augmenting the dataset with translations. Even without enforcing trans-
lation invariance, we see that the covariance in the DFT basis is approximately
diagonal. (c) Same as (a), but the dataset is augmented to be fully translation
invariant. The covariance in the pixel basis is still dense. (d) Same as (c), but with
dataset augmented to be translation invariant. The covariance matrix is exactly
diagonal for a translation invariant dataset in a DFT basis.
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Here we provide the proofs for theorem 3, theorem 4, Theorem 2 and finally

Theorem 1.

A preliminary note before we begin:

When we consider a (wlog) n by n channel c of a convolutional layer, we

assume it has shape 

zzz0,0 zzz1,2 . . . zzz0,n−1

zzz1,0 zzz2,2 . . . zzz1,n−1

...
...

. . .
...

zzzn−1,0 zzzn−1,1 . . . zzzn−1,n−1


When computing the covariance matrix however, we vectorize c by stacking

the columns under each other, and call the result vec(c):

vec(c) =



zzz0,0

zzz1,0

...

zzzn−1,0

zzz0,1

...

zzzn−1,n−1



:=



zzz0

zzz1

...

zzzn−1

zzzn

...

zzzn2−1


One useful identity when switching between these two notations is

vec(AcB) = (BT ⊗ A)vec(c)

where A, B are matrices and ⊗ is the Kronecker product. A useful observation

arising from this is:
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Theorem 7. The CCA vectors of DFT (ci),DFT (c j) are the same (up to a rotation by F)

as the CCA of ci, c j.

Proof: From Section A.2 we know that unitary transforms only rotate the CCA

directions. But while DFT pre and postmultiplies by F, FT – unitary matrices, we

cannot directly apply this as the result is for unitary transforms on vec(ci). But,

using the identity above, we see that vec(DFT (ci)) = vec(FciFT ) = (F ⊗ F)vec(ci),

which is unitary as F is unitary. Applying the same identity to c j, we can thus

conclude that the DFT preserves CCA (up to rotations).

As Theorem 1 preprocesses the neurons with DFT, it is important to note that

by the theorem above, we do not change the CCA vectors (except by a rotation).

A.3.1 Proof of theorem 3

Proof. Translation invariance is preserved We show inductively that any translation

invariant input to a convolutional channel results in a translation invariant

output: Suppose the input to channel c, (n by n) is translation invariant. It

is sufficient to show that for inputs Xi, X j and 0 ≤ a, b,≤ n − 1, c(Xi) + (a, b)

mod n = c(X j). But an (a, b) shift in neuron coordinates in c corresponds to

a (height stride · a,width stride · b) shift in the input. And as X is translation

invariant, there is some X j = Xi + (height stride · a,width stride · b).

cov(c) is circulant:

Let X be (by proof above) a translation invariant input to a channel c in some
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convolution or pooling layer. The empirical covariance, cov(c) is the n2 by n2

matrix computed by (assuming c is centered)

1
|X|

∑
Xi∈X

vec(c(Xi)) · vec(c(Xi))T

So, cov(c)i j = 1
|X|zzz

T
i zzz j = 1

|X|

∑
Xl∈X zzzT

i (Xl)zzz j(Xl), i.e. the inner products of the neu-

rons i and j.

The indexes i and j refer to the neurons in their vectorized order in vec(c).

But in the matrix ordering of neurons in c, i and j correspond to some (a1, b1)

and (a2, b2). If we applied a translation (a, b), to both, we would get new neuron

coordinates (a1 + a, b1 + b), (a2 + a, b2 + b) (all coordinates mod n) which would

correspond to i+an+b mod n2 and j+an+b mod n2, by our stacking of columns

and reindexing.

Let τa,b be the translation in inputs corresponding to an (a, b) translation

in c, i.e. τa,b = (height stride · a,width stride · b). Then clearly zzz(a1,b1)(Xi) =

zzz(a1+a,b1+b)(τ(a,b)(Xi), and similarly for zzz(a2,b2)

It follows that 1
|X|zzz

T
(a1,b1)zzz(a2,b2) = 1

|X|zzz
T
(a1+b,b1+b)zzz(a2+a,b2+b), or, with vec(c) indexing

1
|X|

zzzT
i zzz j =

1
|X|

zzzT
(i+an+b mod n2)zzz( j+an+b mod n2)

This gives us the circulant structure of cov(c).

cov(c) is block circulant: Let zzz(i) be the ith column of c, and zzz( j) the jth. In vec(c),

these correspond to zzz(i−1)n, . . . zzzin−1 and zzz( j−1)n, . . . zzz jn−1, and the n by n submatrix at

those row and column indexes of cov(vec(c)) corresponds to the covariance of col-

umn i, j. But then we see that the covariance of columns i + k, j + k, corresponding
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to the covariance of neurons zzz(i−1)n+k·n, . . . zzzin−1+k·n, and zzz( j−1)n+k·n, . . . zzz jn−1+k·n, which

corresponds to the 2-d shift (1, 0), applied to every neuron. So by an identical

argument to above, we see that for all 0 ≤ k ≤ n − 1

cov(zzz(i), zzz( j)) = cov(zzz(i+k), zzz( j+k))

In particular, cov(vec(c)) is block circulant. �

An example cov(vec(c)) with c being 3 by 3 look like below:


A0 A1 A2

A2 A0 A1

A1 A2 A0


where each Ai is itself a circulant matrix.

A.3.2 Proof of theorem 4

Proof. This is a standard result, following from expressing a circulant matrix A

in terms of its diagonal form , i.e. A = VΣVT with the columns of V being its

eigenvectors. Noting that V = F, the DFT matrix, and that vectors of powers of

ωk = exp(2πik
n ), ω j = exp( 2πik

n ) are orthogonal gives the result. �
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A.3.3 Proof of Theorem 2

Proof. Starting with (a), we need to show that cov(vec(DFT (ci)), vec(DFT (ci)) is

diagonal. But by the identity above, this becomes:

cov(vec(DFT (ci)), vec(DFT (ci)) = (F ⊗ F)vec(ci)vec(ci)T (F ⊗ F)∗

By theorem 3, we see that

cov(vec(ci)) = vec(ci)vec(ci)T =



A0 A1 . . . An−1

An−1 A0 . . . An−2

...
...

. . .
...

A1 A2 . . . A0


with each Ai circulant.

And so cov(vec(DFT (ci)), vec(DFT (ci)) becomes

f00F f01F . . . f0,n−1F

f10F f11F . . . f1,n−1F
...

...
. . .

...

fn−1,0F fn−1,1F . . . fn−1,n−1F





A0 A1 . . . An−1

An−1 A0 . . . An−2

...
...

. . .
...

A1 A2 . . . A0





f ∗00F∗ f ∗10F∗ . . . f ∗n−1,0F∗

f ∗01F∗ f ∗11F∗ . . . f ∗n−1,1F∗

...
...

. . .
...

f ∗0,n−1F∗ f ∗1,n−1F∗ . . . f ∗n−1,n−1F∗


From this, we see that the s jth entry has the form

n−1∑
l=0

 n−1∑
k=0

fskFAl−k

 f ∗l jF
∗ =

∑
k,l

fsk f ∗l jFAl−kF∗

Letting [FArF∗] denote the coefficient of the term FArF∗, we see that (addition

being mod n)

[FArF∗] =

n−1∑
k=0

fsk f ∗(k+r) j =
∑

k

e
2πisk

n · e
−2πi j(k+r)

n = e
−2πi jr

n

n−1∑
k=0

e
2πik(s− j)

n = e
−2πi jr

n · δs j
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with the last step following by the fact that the sum of powers of non trivial roots

of unity are 0.

In particular, we see that only the diagonal entries (of the n by n matrix of

matrices) are non zero. The diagonal elements are linear combinations of terms

of form FArF∗, and by theorem 4 these are diagonal. So the covariance of the

DFT is diagonal as desired.

Part (b) follows almost identically to part (a), but by first noting that exactly

by the proof of theorem 3, cov(ci, c j) is also a circulant and block circulant matrix.

�

A.3.4 Proof of Theorem 1

Proof. This Theorem now follows easily from the previous. Suppose we have a

layer l, with channels c1, ..., ck. And let vec(DFT (ci)) have directions z̃zz(i)
0 , · · · z̃zz

(i)
n2−1.

By the previous theorem, we know that the covariance of all of these neurons

only has non-zero terms cov(z̃zz(i)
k , z̃zz

( j)
k .

So arranging the full covariance matrix to have row and column indexes

being z̃zz(1)
0 , z̃zz(1)

0 , . . . z̃zz(k)
0 , z̃zz

(1)
1 . . . z̃zz(k)

n2 the nonzero terms all live in the n2 k by k blocks

down the diagonal of the matrix, proving the theorem. �
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A.3.5 Computational Gains

As the covariance matrix is block diagonal, our more efficient algorithm for

computation is as follows: take the DFT of every channel (n log n due to FFT) and

then compute covariances according to blocks: partition the kn directions into

the n2 k by k matrices that are non-zero, and compute the covariance, inverses

and square roots along these.

A rough computational budget for the covariance is therefore kn log n + n2k2.5,

while the naive computation would be of order (kn2)2.5, a polynomial difference.

Furthermore, the DFT method also makes for easy parallelization as each of the

n2 blocks does not interact with any of the others.

A.4 Per Layer Learning Dynamics Plots from Section 3.4.1
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Figure App.3: Learning dynamics per layer plots for conv (left pane) and res (right
pane) nets trained on CIFAR-10. Each line plots the SVCCA similarity of each layer with
its final representation, as a function of training step, for both the conv (left pane) and
res (right pane) nets. Note the bottom up convergence of different layers

227



A.5 Additional Figure from Section 3.4.4

Figure App.4 compares the converged representations of two different initializa-

tions of the same convolutional network on CIFAR-10.
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Figure App.4: Comparing the converged representations of two different ini-
tializations of the same convolutional architecture. The results support findings
in [183], where initial and final layers are found to be similar, with middle layers
differing in representation similarity.

A.6 Experiment from Section 3.4.4
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Figure App.5: Using SVCCA to perform model compression on the fully connected
layers in a CIFAR-10 convnet. The two gray lines indicate the original train (top) and test
(bottom) accuracy. The two sets of representations for SVCCA are obtained through 1)
two different initialization and training of convnets on CIFAR-10 2) the layer activations
and the activations of the logits. The latter provides better results, with the final five
layers: pool1, fc1, bn3, fc2 and bn4 all being compressed to 0.35 of their original size.
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APPENDIX B

APPENDIX TO PWCCA AND GENERALIZATION

B.0.1 Performance Plots for Models

We include the train/test curves for models trained in Figure 4.1. Comparing

the curves to Figure 4.1, we can see that for all the models, there is a train time

t0 where performance is almost equivalent to final performance, but most CCA

coefficients ρ(i) still haven’t converged. This suggests that the vectors associated

with these ρ(i) are noise in the representation, which is not necessary for doing

well at the task.
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Figure App.1: Performance convergence for CIFAR-10 CNNs, and PTB and
WikiText-2 RNNs.

B.0.2 Additional reduction methods for CCA

Bartlett’s Test Another potential method to reduce across CCA vectors of vary-

ing importnace is to estimate the number of important CCA vectors k, and

perform an average over this. A statistical hypothesis test, proposed by Bartlett

[22], and known as Bartlett’s test, attempts to identify the number of statistically

significant canonical correlations. Key to the test is the computation of Bartlett’s
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statistic:

Tk = −

n − k −
1
2

(a + b + 1) +

k∑
i=1

1
(ρ(i))2

 log

 c∏
i=k+1

(1 − (ρ(i))2


where, in the same notation as previously, n is the number of datapoints, and a, b

are the number of neurons in L1, L2, with c = min(a, b). The null hypothesis H0 is

that there are k statistically significant canonical correlations with the remaining

ρ(i) are generated randomly via a normal distribution [22]. Under the null, the

distribution of Tk becomes chi-squared with (a− k)(b− k) degrees of freedom. We

can then compute the value of Tk and determine if H0 satisfactorily explains the

data.

However, the iterative nature of this metric makes it expensive to compute.

We therefore focus on projection weighting in this work, and leave further

exploration of Bartlett’s test for a future study.

B.0.3 Representation Dynamics in RNNs Through Sequence

(Time) Steps

Here, we investigate the utility of CCA for analyzing representations of RNNs

unrolled across sequence time steps. As a toy example of CCA’s benefit in this

case, we first initialize a linear vanilla RNN with a unitary recurrent matrix (such

that it simply rotates the hidden representation on each timestep). We then use

cosine distance, Euclidean distance, and CCA to compare the hidden representa-

tion at each timestep to the representation at the final timestep (Figure App.2a-c).

While both cosine and Euclidean distance fail to realize the similarity between

timesteps, CCA, because of its invariance to linear transforms, immediately
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Figure App.2: Toy RNN examples demonstrating that CCA is comparatively rota-
tion invariant. In a toy example, vanilla RNNs were initialized with a random rotation
matrix and run 1000 times with a random starting hidden state and no inputs. Hidden
states at each timepoint were compared to the final hidden state using cosine distance
(a, d), Euclidean distance (b, e), and CCA (c, f). Due to its rotation invariance, CCA
recognized all states as similar in both linear RNNs (a-c), and a blended linear/non-
linear case (d-f; ht+1 = Wrotht + α · σ(Wrandht) + b, where Wrot is a random rotation matrix,
Wrand ∼ N(0, I)), while both cosine and Euclidean distance largely fail. Error bars repre-
sent mean ± std.

recognizes that the representations at all timesteps are linearly equivalent.

However, as linear networks are limited in their representational capabilities,

we next examine a toy case of a network involving both a linear and non-linear

component. We again initialize a simple RNN with the following update rule:

ht+1 = Wrotht + α · σ(Wrandht) + b

where ht is the hidden state at time t, σ represents the sigmoid nonlinearity,

Wrot is a random rotation matrix, Wrand ∼ N(0, I)), and α is a scale factor between

the linear and non-linear components. For values of α as high as 100 (suggesting

that the nonlinear component has 100 times the magnitude of the linear compo-

nent), we again find that, in contrast to CCA, cosine and Euclidean distance fail
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to recognize the similarity between timesteps (Figure App.2d-f).

However, both of the above cases are toy examples. We next analyze the

application of CCA to the more realistic situation of LSTM networks trained on

PTB and WikiText-2. To do this, we unroll the RNN for 20 sequence steps, and

collect the activations of each neuron in the hidden state over the appropriate

sequence tokens for each of the 20 timesteps. More precisely, we can represent

our output by a matrix O with dimensions (N,m) where N is the number of

neurons and m is the total sequence length. Our per sequence step matrices

would then be O0, ...,O19, with O j consisting of all the outputs corresponding

to sequence tokens with index equal to j modulo 20, and our matrix would

have dimensions (N,m/20). We can then compare O j to O19 analogous with the

comparison to the final timestep. We then apply CCA, Cosine and Euclidean

distance as above. To our surprise, the hidden state varies significantly from

sequence timestep to sequence timestep, Figure App.4.
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Figure App.3: Hidden states are nonlinearly variable over sequence timesteps. Us-
ing CCA (left), cosine distance (middle), and Euclidean distance (right), we measured the
distance between representations at sequence timestep t and the final sequence timestep
T . Interestingly, even CCA failed to find similarity until late in the sequence, suggesting
that the hidden state varies nonlinearly in the presence of unique inputs.

The above result demonstrates that the hidden state varies nonlinearly in the

presence of unique inputs. However, this nonlinearity could be caused by the

recurrent dynamics or novel inputs. To disambiguate these two cases, we asked

how the hidden state changes when the same input is repeated. We therefore
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repeat the same input for 20 timesteps, beginning the repetition after some

percentage of previous steps containing unique inputs (e.g., 1%, 10%, ... through

the m input sequence tokens). When the repeating inputs were presented early

in the sequence, CCA recognized that the hidden state was highly similar, while

cosine and Euclidean distance remained insensitive to this similarity (Figure

App.4, light blue lines). This result appears to suggest that the recurrent dynamics

are approximately linear in nature.

However, when the same set of repeating inputs was presented late in the

sequence (Figure App.4, dark blue lines), we found that the CCA distance in-

creased markedly, suggesting that the nonlinearity of the recurrent dynamics

depends not only on the (fixed) recurrent matrix, but also on the sequence history

of the network.
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Figure App.4: Hidden states vary linearly in the presence of repeated inputs. To test
whether the nonlinearity in the hidden state over sequence timesteps was due to input
variability or recurrent dynamics, we measured the CCA distance (left), cosine distance
(middle), and Euclidean distance (right) between sequence timestep t and the final
sequence timestep T in the presence of repeating inputs. Interestingly, we found that
when the repetition started after only a small set of unique inputs have been presented
(light blue lines), CCA was able to recognize that the hidden states at each sequence
timestep were highly similar. However, after many unique inputs had been delivered,
the CCA distance markedly increased, suggesting that the nonlinearity of the recurrent
dynamics is dependent on the network’s history.

234



B.0.4 Experimental details

CIFAR-10 ConvNet Architecture: The convolutional networks trained on

CIFAR-10 were identical to those used in [221]. All CIFAR-10 networks were

trained for 100 epochs using the Adam optimizer with default parameters, unless

otherwise specified (learning rate: 0.001, beta1: 0.9, beta2: 0.999). Default layer

sizes were: 64, 64, 128, 128, 128, 256, 256, 256, 512, 512, 512, with strides of 1, 1,

2, 1, 1, 2, 1, 1, 2, 1, 1, respectively. All kernels were 3x3 and a batch size of 32.

Batch normalization layers were present after each convolutional layer. For the

experiments in Section 3.2, all layers were scaled equally by a constant factor ∈

0.25, 0.5, 0.75, 1.0, 1.25, 1.5, 1.75, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0.

RNN Experiments: RNN experiments on PTB and WikiText2 followed the

experimental setup in [210] and [211]. In particular, we used the open sourced

model code1 for training the word level Penn TreeBank and WikiText-2 LSTM

models, (without finetuning or continuous cache pointer augmentation). All

hyperparameters were left unmodified, so experiments can be reproduced by

training LSTM models using the command to run main.py, and then applying

CCA to the hidden states, via the open source implementation2.

Toy Experiments: Generate k vectors in R2000 of ‘signal’ (iid standard normal),

for k ∈ 20, 50, 70, 80, 100, 120, 140, 160, 180, 199 and concatenate this Rk×2000 matrix

with a noise matrix: R(200−k)×2000 ∼ N(0, 0.1) to. (Note that the noise being lower

magnitude than the signal is something that we see in typical neural networks –

1https://github.com/salesforce/awd-lstm-lm
2https://github.com/google/svcca/
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work on network compression has showing that pruning low magnitude weights

is an effective compression strategy.) Putting together gives matrix X, 200 (neu-

rons) by 2000 (datapoints). Apply a randomly sampled orthonormal transform

to the k by 2000 subset of X to get a new k by 2000 matrix, and again add iid noise

of dimensions (200 − k) by 2000 to get matrix Y . Apply CCA based methods to

detect similarity between X,Y . Of particular interest are cases k << 200 (low dim.

signal in noise).

B.0.5 Additional control experiments

Figure App.5: Cosine and Euclidean distance do not reveal the difference
in converged solutions between groups of generalizing and memorizing net-
works. Groups of 5 networks were trained on CIFAR-10 with either true labels
(generalizing) or random labels (memorizing). The pairwise cosine (left) and
eucldean (right) distance was then compared among generalizing networks,
memorizing networks, and between generalizing and memorizing networks
(inter) for each layer. While its invariance to linear transforms enabled CCA
distance to reveal a difference between groups generalizing and memorizing
networks in later layers (Figure 4.3), cosine and Euclidean distance fail to de-
tect this difference. Error bars represent mean ± std distance across pairwise
comparisons.
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Figure App.6: Cosine and Euclidean distance do not reveal the relationship
between network size and similarity of converged solutions. Groups of 5
networks with different random initializations were trained on CIFAR-10. Each
group contained filter sizes of λ[64, 64, 128, 128, 128, 256, 256, 256, 512, 512, 512]
with λ ∈ {0.25, 0.5, 0.75, 1.0, 1.25, 1.5, 1.75, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0}. Pairwise cosine
(left) and Euclidean (right) distance was computed for each group of networks.
While CCA distance revealed that larger networks converge to more similar
solutions (Figure 4.4), cosine and Euclidean distance fail to find this relationship.
Error bars represent mean ± std distance across pairwise comparisons.
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Figure App.7: Relationship between network size and similar-
ity of converged solutions is not present at initialization. Activa-
tions at initialization (random weights) and after training (learned
weights) were extracted from groups of 5 networks with differ-
ent random initializations from CIFAR-10 data. Each group con-
tained filter sizes of λ[64, 64, 128, 128, 128, 256, 256, 256, 512, 512, 512] with
λ ∈ {0.25, 0.5, 0.75, 1.0, 1.25, 1.5, 1.75, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0}. While CCA distance
decreases substantially for trained networks (from approximately 0.47 to 0.28),
CCA distance only decreased moderately (from approximately 0.67 to 0.63)
and plateaued past approximately 1000 filters. Error bars represent mean ± std
distance across pairwise comparisons.

238



[(a)]
0 100 200 300 400 500

Epoch Number

0.0

0.2

0.4

0.6

0.8

Co
sin

e 
Di

st
an

ce
PTB Learning Dynamics Cosine Distance

Layer
1
2
3

[(b)]
0 100 200 300 400 500

Epoch Number

0.0

0.2

0.4

0.6

0.8

1.0

1.2

Eu
cli

de
an

 D
ist

an
ce

PTB Learning Dynamics Euclidean Distance
Layer

1
2
3

[(c)]
0 100 200 300 400 500 600 700

Epoch Number

0.0

0.2

0.4

0.6

0.8

Co
sin

e 
Di

st
an

ce

WikiText-2 Learning Dynamics Cosine Distance
Layer

1
2
3

[(d)]
0 100 200 300 400 500 600 700

Epoch Number

0.0

0.2

0.4

0.6

0.8

1.0

1.2

Eu
cli

de
an

 D
ist

an
ce

WikiText-2 Euclidean Distance
Layer

1
2
3

[(e)]
0 100 200 300 400 500 600 700

Epoch Number

0.0

0.2

0.4

0.6

0.8

1.0

Co
sin

e 
Di

st
an

ce

WikiText-2 Cosine Distance Deeper LSTM
Layer

1
2
3
4
5

[(f)]
0 100 200 300 400 500 600 700

Epoch Number

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Eu
cli

de
an

 D
ist

an
ce

WikiText-2 Euclidean Distance Deeper LSTM
Layer

layer 1
layer 2
layer 3
layer 4
layer 5

Figure App.8: Controls for RNN learning dynamics with cosine and Euclidean
distance To test whether layers converge to their final representation over the
course of training with a particular structure, we compared each layer’s repre-
sentation over the course of training to its final representation using cosine (a,
c, e) and Euclidean distance (b, d, f). In shallow RNNs trained on PTB (a-b),
and WikiText-2 (c-d), both cosine and Euclidean distance display properties of
bottom-up convergence, albeit with substantially more noise than CCA (4.6). In
deeper RNNs trained on WikiText-2, we observed a similar pattern (e-f).
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Figure App.9: Unweighted CCA and SVCCA also finds that generalizing
networks converge to more similar solutions than memorizing networks, but
misses several key features. While weighted CCA (Figure 4.3), unweighted
CCA (a), and SVCCA (b) reveal the same broad pattern across generalizing and
memorizing networks, unweighted CCA and SVCCA miss several key features.
First, unweighted CCA misses the fact that generalizing networks become more
similar to one another in the final two layers. Second, both unweighted CCA and
SVCCA overestimate the distance between networks in early layers. Error bars
represent mean ± std unweighted mean CCA and unweighted mean SVCCA
distance across pairwise comparisons.

Figure App.10: On test data, generalizing networks converge to similar solu-
tions at the softmax, but memorizing networks do not. Groups of 5 networks
were trained on CIFAR-10 with either true labels (generalizing) or random la-
bels (memorizing). The pairwise CCA distance was then compared within each
group and between generalizing and memorizing networks (inter) for each layer,
based on the test data. At the softmax, sets of generalizing networks converged
to similar (though not identical) solutions, but memorizing networks did not,
reflecting the diverse strategies used by memorizing networks to memorize the
training data. Error bars represent mean ± std weighted mean CCA distance
across pairwise comparisons.
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APPENDIX C

CHAPTER 5 APPENDIX

C.1 Few-Shot Image Classification Datasets and Experimental

Setups

We consider the few-shot learning paradigm for image classification to evaluate

MAML and ANIL. We evaluate using two datasets often used for few-shot

multiclass classification – the Omniglot dataset and the MiniImageNet dataset.

Omniglot: The Omniglot dataset consists of over 1600 different handwritten

character classes from 23 alphabets. The dataset is split on a character-level, so

that certain characters are in the training set, and others in the validation set.

We consider the 20-way 1-shot and 20-way 5-shot tasks on this dataset, where

at test time, we wish our classifier to discriminate between 20 randomly chosen

character classes from the held-out set, given only 1 or 5 labelled example(s) from

each class from this set of 20 testing classes respectively. The model architecture

used is identical to that in the original MAML paper, namely: 4 modules with a 3

x 3 convolutions and 64 filters with a stride of 2, followed by batch normalization,

and a ReLU nonlinearity. The Omniglot images are downsampled to 28 x 28,

so the dimensionality of the last hidden layer is 64. The last layer is fed into a

20-way softmax. Our models are trained using a batch size of 16, 5 inner loop

updates, and an inner learning rate of 0.1.
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MiniImageNet: The MiniImagenet dataset was proposed by ravi2016optimization,

and consists of 64 training classes, 12 validation classes, and 24 test classes. We

consider the 5-way 1-shot and 5-way 5-shot tasks on this dataset, where the

test-time task is to classify among 5 different randomly chosen validation classes,

given only 1 and 5 labelled examples respectively. The model architecture is

again identical to that in the original paper: 4 modules with a 3 x 3 convolutions

and 32 filters, followed by batch normalization, ReLU nonlinearity, and 2 x 2

max pooling. Our models are trained using a batch size of 4. 5 inner loop update

steps, and an inner learning rate of 0.01 are used. 10 inner gradient steps are

used for evaluation at test time.

C.2 Additional Details and Results: Freezing and Representa-

tional Similarity

In this section, we provide further experimental details and results from freezing

and representational similarity experiments.

C.2.1 Experimental Details

We concentrate on MiniImageNet for our experiments in Section 5.2.2, as it is

more complex than Omniglot.

The model architecture used for our experiments is identical to that in the

original paper: 4 modules with a 3 × 3 convolutions and 32 filters, followed by
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batch normalization, ReLU nonlinearity, and 2 × 2 max pooling. Our models are

trained using a batch size of 4, 5 inner loop update steps, and an inner learning

rate of 0.01. 10 inner gradient steps are used for evaluation at test time. We train

models 3 times with different random seeds. Models were trained for 30000

iterations.

C.2.2 Details of Representational Similarity

CCA takes in as inputs L1 = {z(1)
1 , z(1)

2 , ..., z(1)
m } and L2 = {z(2)

1 , z(1)
2 , ..., z(2)

n }, where

L1, L2 are layers, and z( j)
i is a neuron activation vector: the vector of outputs of

neuron i (of layer L j) over a set of inputs X. It then finds linear combinations

of the neurons in L1 and neurons in L2 so that the resulting activation vectors

are maximally correlated, which is summarized in the canonical correlation

coefficient. Iteratively repeating this process gives a similarity score (in [0, 1]

with 1 identical and 0 completely different) between the representations of L1

and L2.

We apply this to compare corresponding layers of two networks, net1 and

net2, where net1 and net2 might differ due to training step, training method

(ANIL vs MAML) or the random seed. When comparing convolutional layers,

as described in svccaurl, we perform the comparison over channels, flattening

out over all of the spatial dimensions, and then taking the mean CCA coefficient.

We average over three random repeats.
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C.2.3 Similarity Before and After Inner Loop with Euclidean

Distance

In addition to assessing representational similarity with CCA/CKA, we also con-

sider the simpler measure of Euclidean distance, capturing how much weights

of the network change during the inner loop update (task-specific finetuning).

We note that this experiment does not assess functional changes on inner loop

updates as well as the CCA experiments do; however, they serve to provide

useful intuition.

We plot the per-layer average Euclidean distance between the initialization θ

and the finetuned weights θ(b)
m across different tasks Tb, i.e.

1
N

N∑
b=1

||(θl) − (θl)(b)
m ||

across different layers l, for MiniImageNet in Figure App.1. We observe that very

quickly after the start of training, all layers except for the last layer have small

Euclidean distance difference before and after finetuning, suggesting significant

feature reuse. (Note that this is despite the fact that these layers have more

parameters than the final layer.)

C.2.4 CCA Similarity Across Random Seeds

The experiment in Section 5.2.2 compared representational similarity of L1 and

L2 at different points in training (before/after inner loop adaptation) but corre-

sponding to the same random seed. To complete the picture, it is useful to study

whether representational similarity across different random seeds is also mostly
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Figure App.1: Euclidean distance before and after finetuning for MiniImageNet. We
compute the average (across tasks) Euclidean distance between the weights before and
after inner loop adaptation, separately for different layers. We observe that all layers
except for the final layer show very little difference before and after inner loop adaptation,
suggesting significant feature reuse.

unaffected by the inner loop adaptation. This motivates four natural compar-

isons: assume layer L1 is from the first seed, and layer L2 is from the second seed.

Then we can compute the representational similarity between (L1 pre, L2 pre),

(L1 pre, L2 post), (L1 post, L2 pre) and (L1 post, L2 post), where pre/post signify

whether we take the representation before or after adaptation.

Prior work has shown that neural network representations may vary across

different random seeds raghu2017svcca, morcos2018insights, li2015convergent,

Wang2018ToWE, organically resulting in CCA similarity scores much less than

1. So to identify the effect of the inner loop on the representation, we plot the

CCA similarities of (i) (L1 pre, L2 pre) against (L1 pre, L2 post) and (ii) (L1 pre,

L2 pre) against (L1 post, L2 pre) and (iii) (L1 pre, L2 pre) against (L1 post, L2

post) separately across the different random seeds and different layers. We then

compute the line of best fit for each plot. If the line of best fit fits the data and

is close to y = x, this suggests that the inner loop adaptation doesn’t affect the

features much – the similarity before adaptation is very close to the similarity

after adaptation.
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Figure App.2: Computing CCA similarity pre/post adaptation across different ran-
dom seeds further demonstrates that the inner loop doesn’t change representations
significantly. We compute CCA similarity of L1 from seed 1 and L2 from seed 2, varying
whether we take the representation pre (before) adaptation or post (after) adaptation.
To isolate the effect of adaptation from inherent variation in the network representa-
tion across seeds, we plot CCA similarity of of the representations before adaptation
against representations after adaptation in three different combinations: (i) (L1 pre, L2
pre) against (L1 pre, L1 post), (ii) (L1 pre, L2 pre) against (L1 pre, L1 post) (iii) (L1 pre,
L2 pre) against (L1 post, L2 post). We do this separately across different random seeds
and different layers. Then, we compute a line of best fit, finding that in all three plots,
it is almost identical to y = x, demonstrating that the representation does not change
significantly pre/post adaptation. Furthermore a computation of the coefficient of deter-
mination R2 gives R2 ≈ 1, illustrating that the data is well explained by this relation. In
Figure App.3, we perform this comparison with CKA, observing the same high level
conclusions.

The results are shown in Figure App.2. In all of the plots, we see that the line

of best fit is almost exactly y = x (even for the pre/pre vs post/post plot, which

could conceivably be more different as both seeds change) and a computation of

the coefficient of determination R2 gives R2 ≈ 1 for all three plots. Putting this

together with Figure 5.2, we can conclude that the inner loop adaptation step
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Figure App.3: We perform the same comparison as in Figure App.2, but with CKA
instead. There is more variation in the similarity scores, but we still see a strong correla-
tion between (Pre, Pre) and (Post, Post) comparisons, showing that representations do
not change significantly over the inner loop.

doesn’t affect the representation learned by any layer except the head, and that

the learned representations and features are mostly reused as is for the different

tasks.

C.2.5 MiniImageNet-5way-1shot Freezing and CCA Over

Training

Figure App.4 shows that from early on in training, on MiniImageNet-5way-1shot,

that the CCA similarity between activations pre and post inner loop update is

very high for all layers but the head. We further see that the validation set

accuracy suffers almost no decrease if we remove the inner loop updates and

freeze all layers but the head. This shows that even early on in training, the inner

loop appears to have minimal effect on learned representations and features.

This supplements the results seen in Figure 5.3 on MiniImageNet-5way-5shot.
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Figure App.4: Inner loop updates have little effect on learned representations from
early on in learning. We consider freezing and representational similarity experiments
for MiniImageNet-5way-1shot. We see that early on in training (from as few as 10k
iterations in), the inner loop updates have little effect on the learned representations
and features, and that removing the inner loop updates for all layers but the head have
little-to-no impact on the validation set accuracy.

C.3 ANIL Algorithm: More Details

In this section, we provide more details about the ANIL algorithm, including an

example of the ANIL update, implementation details, and further experimental

results.

C.3.1 An Example of the ANIL Update

Consider a simple, two layer linear network with a single hidden unit in each

layer: ŷ(x; θ) = θ2(θ1x). In this example, θ2 is the head. Consider the 1-shot

regression problem, where we have access to examples
{
(x(t)

1 , y
(t)
1 ), (x(t)

2 , y
(t)
2 )

}
for

tasks t = 1, . . . ,T . Note that (x(t)
1 , y

(t)
1 ) is the (example, label) pair in the meta-

training set (used for inner loop adaptation – support set), and (x(t)
2 , y

(t)
2 ) is the

pair in the meta-validation set (used for the outer loop update – target set).
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In the few-shot learning setting, we firstly draw a set of N tasks and labelled

examples from our meta-training set:
{
(x(1)

1 , y(1)
1 ), . . . , (x(N)

1 , y(N)
1 )

}
. Assume for sim-

plicity that we only apply one gradient step in the inner loop. The inner loop

updates for each task are thus defined as follows:

θ(t)
1 ← θ1 −

∂L(ŷ(x(t)
1 ; θ), y(t)

1 )
∂θ1

(C.1)

θ(t)
2 ← θ2 −

∂L(ŷ(x(t)
1 ; θ), y(t)

1 )
∂θ2

(C.2)

where L(·, ·) is the loss function, (e.g. mean squared error) and θ(t)
i refers to a

parameter after inner loop update for task t.

The task-adapted parameters for MAML and ANIL are as follows. Note how

only the head parameters change per-task in ANIL:

θ(t)
MAML =

[
θ(t)

1 , θ
(t)
2

]
(C.3)

θ(t)
ANIL =

[
θ1, θ

(t)
2

]
(C.4)

In the outer loop update, we then perform the following operations using the

data from the meta-validation set:

θ1 ← θ1 −

N∑
t=1

∂L(ŷ(x(t)
2 ; θ(t)), y(t)

2 )
∂θ1

(C.5)

θ2 ← θ2 −

N∑
t=1

∂L(ŷ(x(t)
2 ; θ(t)), y(t)

2 )
∂θ2

(C.6)

Considering the update for θ1 in more detail for our simple, two layer, linear

network (the case for θ2 is analogous), we have the following update for MAML:
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θ1 ← θ1 −

N∑
t=1

∂L(ŷ(x(t)
2 ; θ(t)

MAML), y(t)
2 )

∂θ1
(C.7)

ŷ(x(t)
2 ; θ(t)

MAML) =

θ2 −
∂L(ŷ(x(t)

1 ; θ), y(t)
1 )

∂θ2

 · θ1 −
∂L(ŷ(x(t)

1 ; θ), y(t)
1 )

∂θ1

 · x2

 (C.8)

For ANIL, on the other hand, the update will be:

θ1 ← θ1 −

N∑
t=1

∂L(ŷ(x(t)
2 ; θ(t)

ANIL), y(t)
2 )

∂θ1
(C.9)

ŷ(x(t)
2 ; θ(t)

ANIL) =

θ2 −
∂L(ŷ(x(t)

1 ; θ), y(t)
1 )

∂θ2

 · θ1 · x2

 (C.10)

Note the lack of inner loop update for θ1, and how we do not remove second

order terms in ANIL (unlike in first-order MAML); second order terms still

persist through the derivative of the inner loop update for the head parameters.

C.3.2 ANIL Learns Almost Identically to MAML

We implement ANIL on MiniImageNet and Omniglot, and generate learning

curves for both algorithms in Figure App.5. We find that learning proceeds

almost identically for ANIL and MAML, showing that removing the inner loop

has little effect on the learning dynamics.
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Figure App.5: ANIL and MAML on MiniImageNet and Omniglot. Loss and accuracy
curves for ANIL and MAML on (i) MiniImageNet-5way-1shot (ii) MiniImageNet-5way-
5shot (iii) Omniglot-20way-1shot. These illustrate how both algorithms learn very
similarly over training.
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Figure App.6: Computing CCA similarity across different seeds of MAML and
ANIL networks suggests these representations are similar. We plot the CCA simi-
larity between an ANIL seed and a MAML seed, plotted against (i) the MAML seed
compared to a different MAML seed (ii) the ANIL seed compared to a different ANIL
seed. We observe a strong correlation of similarity scores in both (i) and (ii). This tells
us that (i) two MAML representations vary about as much as MAML and ANIL rep-
resentations (ii) two ANIL representations vary about as much as MAML and ANIL
representations. In particular, this suggests that MAML and ANIL learn similar features,
despite having significant algorithmic differences.

C.3.3 ANIL and MAML Learn Similar Representations

We compute CCA similarities across representations in a MAML seed and an

ANIL seed, and then plot these against the same MAML seed representation

compared to a different MAML seed (and similarly for ANIL). We find a strong

correlation between these similarities (Figure App.6), which suggests that MAML

and ANIL are learning similar representations, despite their algorithmic differ-

ences. (ANIL and MAML are about as similar to each other as two ANILs are to

each other, or two MAMLs are to each other.)
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C.3.4 ANIL Implementation Details

Supervised Learning Implementation: We used the TensorFlow MAML im-

plementation open-sourced by the original authors finn2017model. We used the

same model architectures as in the original MAML paper for our experiments,

and train models 3 times with different random seeds. All models were trained

for 30000 iterations, with a batch size of 4, 5 inner loop update steps, and an

inner learning rate of 0.01. 10 inner gradient steps were used for evaluation at

test time.

Reinforcement Learning Implementation: We used the open source PyTorch

implementation of MAML for RL 1, due to challenges encountered when running

the open-sourced TensorFlow implementation from the original authors. We

note that the results for MAML in these RL domains do not exactly match those

in the original paper; this may be due to large variance in results, depending on

the random initialization. We used the same model architecture as the original

paper (two layer MLP with 100 hidden units in each layer), a batch size of 40,

1 inner loop update step with an inner learning rate of 0.1 and 20 trajectories

for inner loop adaptation. We trained three MAML and ANIL models with

different random initialization, and quote the mean and standard deviation of

the results. As in the original MAML paper, for RL experiments, we select the

best performing model over 500 iterations of training and evaluate this model at

test time on a new set of tasks.
1https://github.com/tristandeleu/pytorch-maml-rl

253

https://github.com/tristandeleu/pytorch-maml-rl


C.3.5 ANIL is Computationally Simpler Than MAML

Table App.1 shows results from a comparison of the computation time for MAML,

First Order MAML, and ANIL, during training and inference, with the Tensor-

Flow implementation described previously, on both MiniImageNet domains.

These results are average time for executing forward and backward passes during

training (above) and a forward pass during inference (bottom), for a task batch

size of 1, and a target set size of 1. Results are averaged over 2000 such batches.

Speedup is calculated relative to MAML’s execution time. Each batches’ images

were loaded into memory before running the TensorFlow computation graph, to

ensure that data loading time was not captured in the timing. Experiments were

run on a single NVIDIA Titan-Xp GPU.

During training, we see that ANIL is as fast as First Order MAML (which

does not compute second order terms during training), and about 1.7x as fast

as MAML. This leads to a significant overall training speedup, especially when

coupled with the fact that the rate of learning for these ANIL and MAML is

very similar; see learning curves in Appendix C.3.2. Note that unlike First Order

MAML, ANIL also performs very comparably to MAML on benchmark tasks

(on some tasks, First Order MAML performs worse finn2017model). During

inference, ANIL achieves over a 4x speedup over MAML (and thus also 4x over

First Order MAML, which is identical to MAML at inference time). Both training

and inference speedups illustrate the significant computational benefit of ANIL

over MAML.
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Training: 5way-1shot
Mean (s) Median (s) Speedup

MAML 0.15 0.13 1
First Order MAML 0.089 0.083 1.69

ANIL 0.084 0.072 1.79

Training: 5way-5shot
Mean (s) Median (s) Speedup

MAML 0.68 0.67 1
First Order MAML 0.40 0.39 1.7

ANIL 0.37 0.36 1.84.

Inference: 5way-1shot
Mean (s) Median (s) Speedup

MAML 0.083 0.078 1
ANIL 0.020 0.017 4.15

Inference: 5way-5shot
Mean (s) Median (s) Speedup

MAML 0.37 0.36 1
ANIL 0.076 0.071 4.87

Table App.1: ANIL offers significant computational speedup over MAML, during
both training and inference. Table comparing execution times and speedups of MAML,
First Order MAML, and ANIL during training (above) and inference (below) on Mini-
ImageNet domains. Speedup is calculated relative to MAML’s execution time. We see
that ANIL offers noticeable speedup over MAML, as a result of removing the inner loop
almost completely. This permits faster training and inference.

C.4 Further Results on the Network Head and Body

C.4.1 Training Regimes for the Network Body

We add to the results of Section 5.4.2 in the main text by seeing if training a

head and applying that to the representations at test time (instead of the NIL
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algorithm) gives in any change in the results. As might be predicted by Section

5.4.1, we find no change the results.

More specifically, we do the following:

• We train MAML/ANIL networks as standard, and do standard test time

adaptation.

• For multiclass training, we first (pre)train with multiclass classification,

then throw away the head and freeze the body. We initialize a new e.g.

5-class head, and train that (on top of the frozen multiclass pretrained

features) with MAML. At test time we perform standard adaptation.

• The same process is applied to multitask training.

• A similar process is applied to random features, except the network is

initialized and then frozen.

The results of this, along with the results from Table 5.5 in the main text is

shown in Table App.2. We observe very little performance difference between

using a MAML/ANIL head and a NIL head for each training regime. Specifi-

cally, task performance is purely determined by the quality of the features and

representations learned during training, with task-specific alignment at test time

being (i) unnecessary (ii) unable to influence the final performance of the model

(e.g. multitask training performance is equally with a MAML head as it is with a

NIL-head.)
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Method MiniImageNet-5way-1shot

MAML training-MAML head 46.9 ± 0.2
MAML training-NIL head 48.4 ± 0.3
ANIL training-ANIL head 46.7 ± 0.4
ANIL training-NIL head 48.0 ± 0.7

Multiclass pretrain-MAML head 38.4 ± 0.8
Multiclass pretrain-NIL head 39.7 ± 0.3
Multitask pretrain-MAML head 26.5 ± 0.8
Multitask pretrain-NIL head 26.5 ± 1.1

Random features-MAML head 32.1 ± 0.5
Random features-NIL head 32.9 ± 0.6

Method MiniImageNet-5way-5shot

MAML training-MAML head 63.1 ± 0.4
MAML training-NIL head 61.5 ± 0.8
ANIL training-ANIL head 61.5 ± 0.5
ANIL training-NIL head 62.2 ± 0.5

Multiclass pretrain-MAML head 54.6 ± 0.4
Multiclass pretrain-NIL head 54.4 ± 0.5
Multitask pretrain-MAML head 32.8 ± 0.6
Multitask pretrain-NIL head 34.2 ± 3.5

Random features-MAML head 43.1 ± 0.3
Random features-NIL head 43.2 ± 0.5

Table App.2: Test time performance is dominated by features learned, with no dif-
ference between NIL/MAML heads. We see identical performances of MAML/NIL
heads at test time, indicating that MAML/ANIL training leads to better learned features.

C.4.2 Representational Analysis of Different Training Regimes

In Table App.3 we include results on using CCA and CKA on the representations

learned by the different training methods. Specifically, we studied how similar

representations of different training methods were to MAML training, finding a

direct correlation with performance – training schemes learning representations

most similar to MAML also performed the best. We computed similarity scores
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Feature pair CCA Similarity CKA Similarity

(MAML, MAML) 0.51 0.83

(Multiclass pretrain, MAML) 0.48 0.79
(Random features, MAML) 0.40 0.72

(Multitask pretrain, MAML) 0.28 0.65

Table App.3: MAML training most closely resembles multiclass pretraining, as il-
lustrated by CCA and CKA similarities. On analyzing the CCA and CKA similarities
between different baseline models and MAML (comparing across different tasks and
seeds), we see that multiclass pretraining results in features most similar to MAML
training. Multitask pretraining differs quite significantly from MAML-learned features,
potentially due to the alignment problem.

by averaging the scores over the first three conv layers in the body of the network.
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APPENDIX D

CHAPTER 6 APPENDIX

D.1 Details on Datasets, Models and Hyperparameters

The Retina dataset consisted of around 250k training images, and 70k test images.

The train test split was done by patient id (as is standard for medical datasets) to

ensure no accidental similarity between the train/test dataset. The chest x-ray

dataset is open sourced and available from [138], which has all of the details.

Briefly, they have 223k training images and binary indicator for multiple diseases

assiciated with each image extracted automatically from the meta data. The

standard ImageNet (ILSVRC 2012) dataset was also used to pretrain models.

For dataset preprocessing we used mild random cropping, as well as standard

normalization by the mean and standard deviation for ImageNet. We augmented

the data with hue and contrast augmentations. For the Retina data, we used

random horizontal and vertical flips, and for the chest x-ray data, we did not do

random flip. We did not do model specific hyperparameter tuning on each target

data, and used fixed standard hyperparameters.

For experiments on the Retina data, we trained the standard ImageNet mod-

els, Resnet50 and Inception-v3, by replacing the final 1000 class ImageNet classi-

fication head with a five class head for DR diagnosis, or five classes for the five

different chest x-ray diseases. We use the sigmoid activation at the top instead

of the multiclass softmax activation, and the train the models in the multi-label

binary classification framework.
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The CBR family of small convolutional neural networks consists of multiple

conv2d-batchnorm-relu layers followed by a maxpool. Each maxpool has spatial

window (3x3) and stride (2x2). For each CBR architecture, there is one filter size

for all the convolutions (which all have stride 1). Below, conv-n denotes a 2d

convolutionl with n output channels.

• CBR-LargeT(all) has 7x7 conv filters: (conv32-bn-relu) maxpool (conv64-

bn-relu) maxpool (conv128-bn-relu) maxpool (conv256-bn-relu) maxpool

(conv512-bn-relu) global avgpool, classification

• CBR-LargeW(ide) has 7x7 conv filters: (conv64-bn-relu) maxpool (conv128-

bn-relu) maxpool (conv256-bn-relu) maxpool (conv512-bn-relu) maxpool,

global avgpool, classification.

• CBR-Small has 7x7 conv filters: (conv32-bn-relu) maxpool (conv64-bn-relu)

maxpool (conv128-bn-relu) maxpool (conv256-bn-relu) maxpool global

avgpool, classification

• CBR-Tiny has 5x5 conv filters: (conv64-bn-relu) maxpool (conv128-bn-relu)

maxpool (conv256-bn-relu) maxpool (conv512-bn-relu) maxpool, global

avgpool, classification.

The models on Retina are trained on 587 × 587 images, with learning rate

0.001 and a batch size of 8 (for memory considerations.) The Adam optimizer

is used. The models on the chest x-ray are trained on 224 × 224 images, with a

batch size of 32, and vanilla SGD with momentum (coefficient 0.9). The learning

rate scheduling is inherited from the ImageNet training pipeline, which warms

up from 0 to 0.1 × 32
256 in 5 epochs, and then decay with a factor of 10 on epoch 30,

60, and 90, respectively.
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Model Init Method 5k 10k 50k 100k

Resnet50 ImageNet Pretrained 94.6% 94.8% 95.7% 96.0
Resnet50 Random Init 92.2% 93.3% 95.3% 95.9%
CBR-LargeT Random Init 93.6% - - -
CBR-LargeT Pretrained 93.9% - - -
CBR-LargeW Random Init 93.6% - - -
CBR-LargeW Pretrained 93.7% - - -

Resnet50 Conv1 Pretrained 92.9% - - -

Resnet50 Mean Var Init - 94.4% 95.5% 95.8%

Table App.1: Additional performance results when varying initialization and the
dataset size on the Retina task. For Resnet50, we show performances when training
on very small amounts of data. We see that even finetuning (with early stopping) on
5k datapoints beats the results from performing fixed feature extraction, Figure App.4,
suggesting finetuning should always be preferred. For 5k, 10k datapoints, we see a
larger gap between transfer learning and random init (closed by 50k datapoints) but this
is likely due to the enormous size of the model (typically trained on 1 million datapoints)
compared to the dataset size. This is supported by evaluating the effect of transfer on
CBR-LargeT and CBR-LargeW, where transfer again does not help much. (These are one
third the size of Resnet50, and we expect the gains of transfer to be even more minimal
for CBR-Small and CBR-Tiny.) We also show results for using the MeanVar init, and see
some gains in performance for the very small data setting. We also see a small gain on
5k datapoints when just reusing the conv1 weights for Resnet50.

D.2 Additional Dataset Size Results

Complementing the data varying experiments in the main text, we additional

experiments on varying the amount of training data, fidning that for around

50k datapoints, we return to only seeing a fractional improvement of transfer

learning. Future work could study how hybrid approaches perform when less

data is available.
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D.3 CCA Details

For full details on the implementation of CCA, we reference prior work

[253, 220], as well as the open sourced code (the source of our implementation):

https://github.com/google/svcca

One challenge we face when implementing CCA is the large size of the

convolutional activations. These activations have shape (n, h,w, c), where n is the

number of datapoints, c the number of channels, and h,w the spatial dimensions.

These values all vary significantly across the network, e.g. conv1 has shape

(n, 294, 294, 64), while activations at the end of block 3 have shape (n, 19, 19, 1024).

Because CCA is sensitive to both the number of datapoints n (actually hwn for

convolutional layers) and the number of neurons – c for large convolutional

layers – there is large variations in scaling across different layers in the model. To

address this, we do the following: let L and L′ be the layers we want to compare,

with shape (height, width, channels), (hL,wL, cL). We apply CCA as follows:

• Pick p, the total number of image patches to compute activation vectors

and CCA over, and d, the maximum number of neuron activation vectors

to correlate with

• Pick the number of datapoints n so that nhLwL = p.

• Sample d of the cL channels, and apply CCA to the resulting d x nhLwL

activation matrices.

• Repeat over samples of d and n.

This works much better than prior approaches of averaging over all of the spatial
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dimensions [220], or flattening across all of the neurons [253] (too computation-

ally expensive in this setting.)

D.4 Additional Results from Representation Analysis

Description Conv1 Block1 Block2 Block3 Block4

Resnet50 CCA(ImNet1, ImNet2) 0.865 0.559 0.421 0.343 0.313
Resnet50 CCA(Rand1, Rand2) 0.647 0.369 0.277 0.256 0.276
Resnet50 Diff 0.218 0.191 0.144 0.086 0.037

Description Pool1 Pool2 Pool3 Pool4

CBR-Small CCA(ImNet1, ImNet2) 0.825 0.709 0.477 0.395
CBR-Small CCA(Rand1, Rand2) 0.723 0.541 0.401 0.349
CBR-Small Diff 0.102 0.168 0.076 0.046

Table App.2: Representational comparisons between trained ImageNet models with
different seeds highlight the variation of behavior in higher and lower layers, and
differences between larger and smaller models. We compute CCA similarity between
representations at different layers when training from different random seeds with (i)
(the same) pretrained weights (ii) different random inits, for Resnet and CBR-Small.
The results support the conclusions of the main text. For Resnet50, in the lowest layers
such as Conv1 and Block1, we see that representations learned when using (the same)
pretrained weights are much more similar to each other (diff 0.2 in CCA score) than
representations learned from different random initializations. This ∼ 0.2 difference is
also much higher than (somewhat) corresponding differences in CBR-Small, for Pool1,
Pool2. Actually, as Resnet50 is much deeper, the large difference in Block1 is very striking.
(Block 1 alone contains much more layers than all of CBR-Small.) By Block3 and Block4
however, the CCA similarity difference between pretrained representations and those
from random initialization is much smaller, and slightly lower than the differences for
Pool3, Pool4 in CBR-Small, suggesting that pretrained weights are not having much of a
difference on the kinds of functions learned. For CBR-Small, we also see that pretrained
weights result in larger differences between the representations in the lower layers, but
these become much smaller in the higher layers. We also observe that representations in
CBR-Small trained from random initialization (especially in the lower layers e.g. Pool1)
are more similar to each other than in Resnet50, suggesting things move more.

Here, we include some additional results studying the representations of

these models. We perform more representational similarity comparisons be-
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tween networks trained from (the same) pretrained weights (as is standard), but

different random seeds. We do this for Resnet50 (a large model) and CBR-Small

(a small model), and Table App.2 includes these results as well as similarity com-

parisons for networks trained with different random seeds and different random

initializations as a baseline. The comparisons across layers and models is slightly

involved, but as we detail below, the evidence further supports the conclusions

in the main text:

• Larger models change less through training. Comparing CCA similarity scores

across models is a little challenging, due to different scalings, so we look

at the difference in CCA similarity between two models trained with pre-

trained weights, and two models trained from random initialization, for

Resnet50 and CBR-Small. Comparing this value for Conv1 (in Resnet50) to

Pool1 (in CBR-Small), we see that pretraining results in much more similar

representations compared to random initialization in the large model over

the small model.

• The effect of pretraining is mostly limited to the lowest layers For higher layers,

the CCA similarities between representations using pretrained weights

and those trained from random initializations are closer, and the difference

between CBR-Small and Resnet-50 is non-existent, suggesting that the

effects of pretraining mostly affect the lowest layers across models, with

finetuning changing representations at the top.

Figure App.1 and Figure App.2 compare the first layer filters between transfer

learning and training from random initialization on the CheXpert data for the

CBR-Small and Resnet-50 architectures, respectively. Those results complement

Figure 6.5 in the main text.
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(a) rand init (b) final (rand init) (c) transfer init (d) final (transfer)

Figure App.1: First layer filters of CBR-Small on the CheXpert data. (a) and (c) show
the randomly initialized filters and filters initialized from a model (the same architecture)
pre-trained on ImageNet. (b) and (d) shows the final converged filters from the two
different initializations, respectively.

(a) rand init (b) final (rand init) (c) transfer init (d) final (transfer)

Figure App.2: First layer filters of Resnet-50 on the CheXpert data. (a) and (c) show
the randomly initialized filters and filters initialized from a model (the same architecture)
pre-trained on ImageNet. (b) and (d) shows the final converged filters from the two
different initializations, respectively.

Rand Init Pretrained Rand Init Pretrained

Large (Overparametrized) 
Models

Small Models

w0

wT

w0

wT

w0

wT
wT

w0

Figure App.3: Larger models move less through training than smaller networks. A
schematic diagram of our intuition for optimization for larger and smaller models.
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D.5 The Fixed Feature Extraction Setting

To complete the picture, we also study the fixed feature extractor setting. While

the most popular methodology for transfer learning is to initialize from pre-

trained weights and fine-tune (train) the entire network, an alternative is to

initialize all layers up to layer L with pretrained weights. These are then treated

as a fixed feature extractor, with only layers L + 1 onwards, being trained. There

are two variants of this fixed feature extractor experiment: [1] Initialize all layers

with pretrained weights and only train layer L + 1 onwards. [2] Initialize only up

to layer L with pretrained weights, and layer L + 1 onwards randomly; then train

only layers L + 1 onwards.

We implement both of these versions across different models trained on the

Retina task in Figure App.4, and CheXpert in Figure App.5, including a baseline

of using random features – initializing the network randomly, freezing up to

layer L, and training layer L + 1 onwards. For the Retina task, we see that

the pretrained ImageNet features perform significantly better than the random

features baseline, but this gap is significantly closer on the chest x-rays.

More surprisingly however, there is little difference in performance between

initializing all layers with pretrained weights and only up to layer L with pre-

trained weights. This latter experiment has also been studied in [360], where

they found that re-initializing caused drops in performance due to co-adaptation,

where neurons in different layers have evolved together in a way that is not

easily discoverable through retraining. This analysis was done for highly similar

tasks (different subsets of ImageNet), and we hypothesise that in our setting, the

significant changes of the higher layers (Figures 6.3, 6.4) means that the correct
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Figure App.4: ImageNet features perform well as fixed feature extractors on the
Retina task, and are robust to coadaptation performance drops. We initialize (i) the
full architecture with ImageNet weights (yellow) (ii) up to layer L with ImageNet weights,
and the rest randomly. In both, we keep up to layer L fixed, and only train layers L + 1
onwards. We compare to a random features baseline, initializing randomly and training
layer L + 1 onwards (blue). ImageNet features perform much better as fixed feature
extractors than the random baseline (though this gap is much closer for the CheXpert
dataset, Appendix Figure App.5.) Interestingly, there is no performance drop due to
the coadaptation issue [360], with partial ImageNet initialization performing equally to
initialzing with all of the ImageNet weights.

adaptation is naturally learned through training.

267



none conv1 conv2 conv3 conv4 conv5

Frozen Layers

0.5

0.6

0.7

0.8

0.9

1.0

A
U

C

Chexpert CBR-LargeT Freeze Atelectasis

Random Init

Full Imagenet Init

Partial Imagenet Init

none conv1 conv2 conv3 conv4 conv5

Frozen Layers

0.5

0.6

0.7

0.8

0.9

1.0

A
U

C

Chexpert CBR-LargeT Freeze Cardiomegaly

Random Init

Full Imagenet Init

Partial Imagenet Init

none conv1 conv2 conv3 conv4 conv5

Frozen Layers

0.5

0.6

0.7

0.8

0.9

1.0

A
U

C

Chexpert CBR-LargeT Freeze Consolidation

Random Init

Full Imagenet Init

Partial Imagenet Init

none conv1 conv2 conv3 conv4 conv5

Frozen Layers

0.5

0.6

0.7

0.8

0.9

1.0

A
U

C

Chexpert CBR-LargeT Freeze Edema

Random Init

Full Imagenet Init

Partial Imagenet Init

none conv1 conv2 conv3 conv4 conv5

Frozen Layers

0.5

0.6

0.7

0.8

0.9

1.0

A
U

C

Chexpert CBR-LargeT Freeze Pleural_Effusion

Random Init

Full Imagenet Init

Partial Imagenet Init

none conv1 conv2 conv3 conv4 conv5

Frozen Layers

0.5

0.6

0.7

0.8

0.9

1.0

A
U

C

Chexpert CBR-LargeT Freeze Mean_AUC

Random Init

Full Imagenet Init

Partial Imagenet Init

none conv1 conv2 conv3 conv4

Frozen Layers

0.5

0.6

0.7

0.8

0.9

1.0

A
U

C

Chexpert CBR-Tiny Freeze Atelectasis

Random Init

Full Imagenet Init

Partial Imagenet Init

none conv1 conv2 conv3 conv4

Frozen Layers

0.5

0.6

0.7

0.8

0.9

1.0

A
U

C

Chexpert CBR-Tiny Freeze Cardiomegaly

Random Init

Full Imagenet Init

Partial Imagenet Init

none conv1 conv2 conv3 conv4

Frozen Layers

0.5

0.6

0.7

0.8

0.9

1.0

A
U

C

Chexpert CBR-Tiny Freeze Consolidation

Random Init

Full Imagenet Init

Partial Imagenet Init

none conv1 conv2 conv3 conv4

Frozen Layers

0.5

0.6

0.7

0.8

0.9

1.0

A
U

C

Chexpert CBR-Tiny Freeze Edema

Random Init

Full Imagenet Init

Partial Imagenet Init

none conv1 conv2 conv3 conv4

Frozen Layers

0.5

0.6

0.7

0.8

0.9

1.0

A
U

C

Chexpert CBR-Tiny Freeze Pleural_Effusion

Random Init

Full Imagenet Init

Partial Imagenet Init

none conv1 conv2 conv3 conv4

Frozen Layers

0.5

0.6

0.7

0.8

0.9

1.0

A
U

C

Chexpert CBR-Tiny Freeze Mean_AUC

Random Init

Full Imagenet Init

Partial Imagenet Init

Figure App.5: Experiments on freezing lower layers of CBR-LargeT and a CBR-Tiny
model on the CheXpert data. After random or transfer initialization, we keep up to
layer L fixed, and only train layers L + 1 onwards. ImageNet features perform better as
fixed feature extractors than the random baseline for most diseases, but the gap is much
closer than for the Retina data, Figure App.4. We again see that there is no significant
performance drop due to coadaptation challenges.
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D.6 Additional Results on Feature Independent Benefits and

Weight Transfusions

Figure App.6 visualizes the first layer filters from various initialization schemes.

As shown in the main text, the Mean Var initialization could converge much

faster than the baseline random initialization due to better parameter scaling

transferred from the pre-trained weights. Figure App.7 shows more results on

Retina with various architectures. We find that on smaller models, the effective-

ness of the Mean Var initialization is less very pronounced, likely due to them

being much shallower.

Figure App.8 shows all the five diseases on the CheXpert data for Resnet-50.

Except for Cardiomegaly, we see benefits of the Mean Var initialization scheme

on convergence speed in all other diseases.

D.6.1 Batch Normalization Layers

Batch normalization layers [137] are an essential building block for most modern

network architectures with visual inputs. However, these layers have a slightly

different structure that requires more careful consideration when performing the

Mean Var init. Letting x be a batch of activations, batch norm computes

γ

(
(x − µB)
σB + ε

)
+ β

Here, γ, β are learnable scale, shift parameters, and µB, σB are an accumulated

running mean and variance over the train dataset. Thus, in transfer learning,
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Figure App.6: Distribution and filter visualization of weights initialized according
to pretrained ImageNet weights, Random Init, and Mean Var Init. The top row is a
histogram of the weight values of the the first layer of the network (Conv 1) when
initialized with these three different schemes. The bottom row shows some of the
filters corresponding to the different initializations. Only the ImageNet Init filters have
pretrained (Gabor-like) structure, as Rand Init and Mean Var weights are iid.
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Figure App.7: Comparison of convergence speed for different initialization schemes
on Retina with various model architectures. The three plots present the results for CBR-
LargeW, CBR-Small and CBR-Tiny, respectively.
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Figure App.8: Comparison of convergence speed for different initialization
schemes on the CheXpert data with Resnet-50.

µB, σB start off as the mean/variance of the ImageNet data activations, unlikely

to match the medical image statistics. Therefore, for the Mean Var Init, we

initialized all of the batch norm parameters to the identity: γ, σB = 1, β, µB = 0.

We call this the BN Identity Init. Two alternatives are BN ImageNet Mean Var,

resampling the values of all batch norm parameters according to the ImageNet

means and variances, and BN ImageNet Transfer, copying over the batch norm

parameters from ImageNet. We compare these three methods in Figure App.9,

with non-batchnorm layers initialized according to the Mean Var Init. Broadly,

they perform similarly, with BN Identity Init (used by default in other Mean Var

related experiments) performing slightly better. We observe that BN ImageNet

Transfer, where the ImageNet batchnorm parameters are transferred directly to

the medical images, performs the worst.
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Figure App.9: Comparing different ways of importing the weights and statistics for
batch normalization layers. The rest of the layers are initialized according to the Mean
Var scheme. The two dashed lines show the convergence of the ImageNet init and the
Random init for references. The lines are averaged over 5 runs.

D.6.2 Mean Var Init vs Using Knowledge of the Full Empirical

ImageNet Weight Distribution

In Figure App.6, we see that while the Mean Var Init might have the same

mean and variance as the ImageNet weight distribution, the two distributions

themselves are quite different from each other. We examined the convergence

speed of initializing with the Mean Var Init vs initializing using knowledge of

the entire empirical distribution of the ImageNet weights.
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In particular, we looked at (1) Sampling Init: each weight is drawn iid from the

full empirical distribution of ImageNet weights (2) Shuffled Init: random shuffle

of the pretrained ImageNet weights to form a new initialization. (Note this is

exactly sampling from the empirical distribution without replacement.) The

results are illustrated in Figure D.6.2. Interestingly, Mean Var is very similar in

convergence speed to both of these alternatives. This would suggest that further

improvements in convergence speed might have to come from also modelling

correlations between weights.

D.6.3 Synthetic Gabor Filters

We test mathematically synthetic Gabor filters in place of learned Gabor filters

on ImageNet for its benefits in speeding up the convergence when used as

initialization in the first layer of neural networks. The Gabor filters are generated

with the skimage package, using a code snippet, which is given in full in the

corresponding paper, [254].
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Figure App.10: Weight transfusion results on Resnet50 (from main text) and
CBR-LargeW. These broadly show the same results — reusing pretrained
weights for lowest layers give significantly larger speedups. Because CBR-
LargeW is a much smaller model, there is slightly more change when reusing
pretrained weights in high layers, but we still see the same diminishing returns
pattern.

Figure App.12 visualize the synthetic Gabor filters. To ensure fair comparison,

the synthesized Gabor filters are scaled (globally across all the filters with a single

scale parameter) to match the numerical magnitudes of the learned Gabor filters.
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Figure App.11: Convergence of Slim Resnet50 from random initialization. We
include the convergence of the slim Resnet50 — where layers in Block3, Block4
have half the number of channels, and when we don’t use any pretrained weights.
We see that it is significantly slower than the hybrid approach in the main text.

Figure App.12: Synthetic Gabor filters used to initialize the first layer if neural
networks in some of the experiments in this study. The Gabor filters are generated
as grayscale images and repeated across the RGB channels.
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APPENDIX E

CHAPTER 7 APPENDIX

E.1 Proofs of Direct Uncertainty Prediction Results

We first prove Theorem 5.

Proof. To show unbiasedness of hdup, we need to show that E[hdup] = E[U(Y)].

But from the tower law (law of total expectation):

E[hdup] = E
[
E
[
U(E[Y|O])

∣∣∣g(O)
]]

= E[U(E[Y|O])]

To prove the biasedness of huvc, first note that

huvc = U(E[Y|g(O)]) = U(E[E[Y|O]|g(O)])

by the conditional independence of Y, g(O) given O. Next, by the fact that U(·) is

concave and Jensen’s inequality,

huvc = U(E[E[Y|O]|g(O)]) ≥ E[U(E[Y|O]|g(O)] = hdup

This is a strict inequality whenever the distribution of posteriors induced by con-

ditioning on g(O) is not a point-mass. Therefore we have that huvc overestimates

the the true uncertainty U(Y). �

For specific U(·), we can compute the bias term by first computing huvc − hdup

and then taking an expectation. For Udisagree, we have

huvc = U(E[Y|g(O)]) = 1 −
∑

l

E[E[Yl|O]|g(O)]2
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and

hdup = E[U(E[Y|O])|g(O)] = 1 −
∑

l

E[E[Yl|O]2|g(O)]

And so,

huvc − hdup =
∑

l

E[E[Yl|O]2|g(O)] −
∑

l

E[E[Yl|O]|g(O)]2

But this is just

Var

∑
l

E[E[Yl|O]|g(O)]


Taking expectations over values of g(O) gives the bias, i.e.

E
Var

∑
l

E[E[Yl|O]|g(O)]


For Uvar, we have

huvc =
∑

l

l2E[E[Yl|O]|g(O)] −

∑
l

lE[E[Yl|O]|g(O)]

2

and

hdup = E

∑
l

l2E[Yl|O] −

∑
l

lE[Yl|O]

2∣∣∣∣∣∣∣ g(O)


And so huvc − hdup becomes

E


∑

l

lE[Yl|O]

2∣∣∣∣∣∣∣ g(O)

 −
∑

l

lE[E[Yl|O]|g(O)]

2

Which is just

Var

∑
l

l · E[Yl|O]

∣∣∣∣∣∣∣ g(O)


Taking expectations over values of g(O) like before gives the result.

E.2 Mixture of Gaussians Setting

We train a DUP and UVC (Figure 7.1) on a synthetic task where data is gener-

ated from a mixture of Gaussians. All of our settings have uniform mixtures
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of Gaussians, with the Gaussian mean vectors being drawn from N(0, 1/d) (d

corresponding to the dimension) so that in expectation, each mean vector has

norm 1. The variance is set to be the identity. Like before, we set x = g(o) = |o|. We

draw five labels for each x from the posterior distribution over Gaussian centers

given x, and apply Udisagree() to the empirical histogram. As with the medical

imaging application, we threshold these uncertainty scores (with threshold 0.5)

to give a binary low uncertainty/high uncertainty label, which we use to train

our DUPs and UVCs. Results are given in percentage AUC to account for some

settings having unbalanced classes.

We train fully connected networks with two hidden layers of width 300 on

this task, using the SGD with momentum optimizer and an initial learning rate

of 0.01.

E.3 SVHN and CIFAR-10 Setting

In Section 7.2.2, we train DUP and UVC models to predict label disagreement on

a synthetic task on SVHN and CIFAR-10. The task setup is as follows: for each

image in SVHN/CIFAR-10, we decide on a variance (0, 1, 2, 3) for a Gaussian

filter that is applied to the image. Three labels are then drawn for the image from

a noisy distribution over labels, with the label noise distribution depending on

the variance of the Gaussian filter. Specifically, for a Gaussian filter with variance

0, the noise distribution is just a point mass on the true label. For a Gaussian

filter with variance 1, the three labels are drawn from a distribution with 0.02

mass on four incorrect labels, and the remaining 0.92 mass on the correct label.
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For variance equal to 2, the labels are drawn from a distribution with 0.08 mass

on four different labels, and remaining mass on the true label. For variance 3,

this mass is now 0.12 on the incorrect labels.

A simple conv network, with 3x3 kernels and channels 64 − −128 − −256,

followed by fully connected layers of width 1000 and 200 (each with batch

normalization) is trained on this dataset, with the UVC model trained on the

empirical histogram, and the DUP model trained on a binary agree/disagree

target. (Disagreement threshold is if at least one label disagrees.) We find that

DUP outperforms UVC on both SVHN and CIFAR-10.

Learned Features Interestingly, we also observe that the features learned by

the DUP and UVC models are different to each other. We apply saliency maps,

specifically SmoothGrad [294] and IntGrad [302] to study the features that DUP

and UVC pay attention to in the input image.

E.4 Details of DUP in the Medical Domain

As described in Section 7.4, to train DUP models, we threshold the scores given

by applying Udisagree,Uvar to the data (xi, p̂i). Preliminary experiments in trying to

directly regress onto the raw scores using mean-squared error performed poorly.

We threshold the scores as follows. For Uvar we thresholded at approximately

2/9, the variance when three doctors have more than an ’off by one’ disagreement:

more than a single disagreement, or a single grade disagreement.
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Figure App.1: Saliency maps for DUP and UVC models on the SVHN/CIFAR-10
disagreement task. The plot shows two images from the blurred CIFAR-10 dataset and
two images from the blurred SVHN dataset. The second column is SmoothGrad applied
to the UVC model, and the third SmoothGrad applied to the DUP model. We observe
that the DUP and UVC models appear to be paying attention to different features of the
dataset.
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Model Type Ttest AUC Majority Median Majority= 1

Disagree Soft Targets 76.3% 79.0% 78.7% 81.6%
Disagree-P 78.1% 81.0% 80.8% 84.6%
Disagree-PC 78.1% 80.9% 80.9% 84.5%

Model Type Ttest AUC Median= 1 Referable

Disagree Soft Targets 76.3% 79.0% 84.7%
Disagree-P 78.1% 81.9% 86.2%
Disagree-PC 78.1% 81.8% 86.2%

Table App.1: Using soft targets for disagreement prediction does not help in perfor-
mance (AUC). Holdout AUC column corresponds to Disagreement Prediction Perfor-
mance in Table 7.3, other columns refer to Table 7.4 in main text.

For Udisagree, where only the number of disagreements counts, we thresholded

at 0.3, to prioritize being sensitive enough to disagreement cases and having

more than 20% of the data marked as high disagreement. We also experimented

with using soft targets for disagreement classification, but the results (Table

App.1) showed that this was less effective than than having the binary 0/1 scores,

likely because this makes the classification problem more like a regression.

Our model consists of an Inception-v3 base, with the ImageNet head removed

and a small (2 hidden layer, 300 hidden units) fully connected neural network

using Inception-v3 PreLogits to perform DUP. The full Inception-v3 network is

trained with a batch size of 8 and learning rate 0.001 with the Adam optimizer.

For training only the small neural network, we use the SGD with momentum

optimizer, a batch size of 32 and learning rate of 0.01.

Prelogits, Calibration and Regularization Our training data for DUP mod-

els, T (var)
train ,T

(disagree)
train , only consists of xi with more than one label, and is too small

to effectively train an Inception sized model end to end. Therefore, we use the

prelogit embeddings of xi from a pretrained DR classification model (Histogram-
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Task Model Type Performance (AUC)

Variance Prediction Variance-E2E-2H 72.7%

Variance Prediction Variance-LR 72.4%
Disagreement Prediction Disagree-LR 75.9%

Table App.2: Additional results from table 7.3.

E2E), and training smaller models on top of these embeddings. We do this both

for the baseline, getting the Histogram-PC model, as well as the DUP models,

Variance-PRC and Disagree-PC.

The C suffix of all of these models corresponds to calibration on the logits.

Following the findings of [103], we apply temperature scaling on the logits: we

set the predictions of the model to be f (z/T ) where f is the softmax function,

applied pointwise, and z are the logits. We initialize T to 1, and then split e.g.

T (disagree)
train into a T

′(disagree)
train and a T

′(disagree)
valid , with 10% of the data in the validation set.

We train as normal on T
′(disagree)
train , with T fixed at 1, and then train on T

′(disagree)
valid , by

only varying the temperature T , and holding all other parameters fixed.

The use of Prelogit embeddings and Calibration gives the strongest perform-

ing baseline UVC and DUPs: Histogram-PC, Variance-PRC and Disagree-PC.

For the Variance DUP, an additional regularization term is added to the loss by

having a separate regressing on the raw variance value.

Additional Model: Variance-E2E We tried a variant of Variance-E2E,

Variance-E2E-2H, which has one head for predicting variance and the other

for classifying, to enable usage of all the data. We then evaluate the variance

head on Ttest, but in fact noticed a small drop in performance, Table App.2.
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Do we need the Prelogit embeddings? We tried seeing if we could match

performance by training on pretrained classifier logits instead of the prelogit

embeddings. Despite controlling for parameter difference by experimenting with

more hidden layers, we found we were unable to match performance from the

prelogit layer, Table App.2, compare to Table 7.3. This demonstrates that some

information is lost between the prelogit and logit layers.

E.5 Additional Results: Entropy, Finite Sample Behavior and

Convergence Analysis

We performed additional experiments to further understand the properties of

DUP and UVC models. For these experiments, we compare a representative

DUP model, Disagree-P, to a representative UVC model, Histogram-PC.

Theorem 5 states that DUP offers benefits over UVC for concave target uncer-

tainty functions. This is a natural property for measures of spread, simply stating

that the measure of spread increases with averaging (probability distributions).

In the main text, we concentrate on two such specific uncertainty functions,

Uvar and Udisagree, which are particularly suited to the domain. However, other

standard uncertainty functions, such as entropy, are also concave. We test the

performance of DUP (Disagree-P) and UVC (Histogram-PC) with Uentropy as the

target function.

The results are shown in Table App.3, where we again see that DUP outper-

forms UVC.
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Task Model Type Performance (AUC)

Entropy Prediction UVC Histogram-PC 75.5%
Entropy Prediction DUP Disagree-P 77.2%

Table App.3: DUP and UVC models trained with entropy as a target function.
Again, we see that the DUP model outperforms the UVC model.
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Figure App.2: DUP and UVC performance during training and when varying train
data size. We study DUP (Disagree-P) and UVC (Histogram-PC) performance for
varying amounts of training data. We find that the gap in performance is robust to
variations in dataset size. For more than 30% of the data, performance of DUP and UVC
remains relatively constant, supporting the applicability of Theorem 5 in the finite data
setting. The right plot looks at performance through training, with the gap appearing
rapidly early in training, and slowly widening.

We also study how model performance is impacted by different training set

sizes (similar to the analysis in [40]). We subsample different amounts of the

original training set T (disagree)
train , and train DUP and UVC models on this subset. The

results over 5 repeats of different subsamples and optimization runs are shown

in Figure App.2.

We see that the performance gap between DUP and UVC is robust to train

data size differences. Additionally, when ≥ 30% of the training data is used, DUP

and UVC performance remains relatively constant. This supports carrying over

the results of Theorem 5) and the full joint distribution f (o, y) to the finite data

setting.
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We also study convergence of DUP and UVC models. We find that the

performance gap between DUP and UVC manifests very early in training (Figure

App.2, right plot), and continues to gradually widen through training.

E.6 Background on the Wasserstein Distance

Given two probability distributions f , g, and letting Π( f , g) be all product prob-

ability distributions with marginals f , g, the Wasserstein distance between p, q

is

|| f − g||w = inf
π∈Π( f ,g)

E(r,t)∼π [d(r, t)]

where d(, ) is some metric. This distance has connections to optimal transport,

and corresponds to the minimum cost (with respect to d(, )) of moving the mass

in distribution f so that it is matches the mass in distribution g. We can represent

the amount of mass to move from r to t with π(r, t). To be consistent with the mass

at the start, f (r), and the mass at the end g(t) we must have that
∫

t′
π(r, t′) = f (r)

and
∫

r′
π(r′, t) = g(t).

The result in the main text follows from the following theorem:

Theorem 8. If f , g are (discrete) probability distributions and g is a point mass distribu-

tion at t0, then π ∈ Π( f , g) is uniquely defined as:

π(r, t) =


0 if t , t0

f(r) if t = t0

Proof. The proof is direct: for t , t0, we must have
∫

r′
π(r′, t) = g(t) = 0, and so∫

t′
π(r, t′) = π(r, t0) = f (r). �
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We consider three different distances d(, ):

1 Absolute Value d(r, t) = |r − t|. This follows an interpretation in which the

grades are equally spaced, so that all successive grade differences have the

same weight.

2 2-Wasserstein Distance d(r, t) = (r − t)2, and, to make into a metric

|| f − g||w =
(
E(r,t)∼π [d(r, t)]

)1/2

This adds a higher penalty for larger grade differences.

3 Binary Disagreement We set d(r, t) = 0 if r = t and 1 otherwise.
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APPENDIX F

CHAPTER 8 APPENDIX

F.1 Training Data and Models Details

Our training dataset consists of fundus photographs with labels corresponding

to individual doctor grades. There are 5 possible DR grades and hence 5 possible

class labels. A subset of this data has fundus photographs with more than one

doctor grade, corresponding to multiple doctors individually and independently

deciding on the grade for the image. The label for these images is not a one-hot

class label but the empirical distribution of grades. For example, if an image i

has grades {2, 3, 3}, then its label would be [0, 1./3, 2./3, 0, 0].

On this data, we train a convolutional neural network, an Inception-v3 model

with weights pretrained from ImageNet and a new five class classification head.

We train with the Adam optimizer [154] and an initial learning rate of 0.005.

To better calibrate the model, we retrain the very top of the network (from the

PreLogits layer) on just the data with two or more doctor grades.

Training Error Probability Prediction Models For Figures 8.4, 8.5 and 8.6, we

use separate error probability prediction algorithms to predict the values of

Pr [Hi] and Pr [Mi]. The setup for predicting Pr [Mi] is as follows: after training

the main convolutional neural network on the train dataset, we train a small

fully connected deep neural network to take the prelogit embeddings of a train

image xi, and predict whether or not the main convolutional neural network

was correct on that image. The label for the image is binary: agree/disagree on
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whether the mass m(xi) put on referable by the convolutional neural network

thresholded at 0.5 equals the mass on referable by the human doctor grades,

again thresholded at 0.5.

The setup for training Pr [Hi] builds off of [?]. First, we only select cases

for which we have at least two doctor grades. For these, we take the image

embedding from the Prelogit layer of the large diagnostic convolutional neural

network as input, and the label as a binary target. This label is defined as

follows: we split the available doctor grades into two evenly sized sets A and

B. We aggregate all the grades in A into a single referable/non-referable grade

by averaging and thresholding at 0.5, and do the same for the grades in B. If

these two aggregated grades agree, we label the image with 0 (agreement, low

doctor error probability), if not, we label with 1 (disagreement, high doctor error

probability.)

F.2 Computing Pr [Mi]

In Section 8.3.1, we overviewed the method used to define a well calibrated error

probability for the output of the convolutional neural network. In Algorithm ,

we give a step-by-step overview of the implementation of this method. In our

experiments, we set C = 2000.
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Algorithm 1 Model Error Probability Calibration
1: Erri = 0 for i in instances.
2: for (r = 0; r < C; r++) do . C is a sufficiently large constant.
3: R = 0
4: for i in instances do . Sample a doctor grade and count number of

referables.
5: Sample doctor grade h(i)

6: if (h(i) ≥ 3) then
7: R← R + 1
8: end if
9: end for

10: Rank instances i from highest to lowest m(xi)
11: AR = {i : rank(i) ≤ R}
12: for i in instances do . Assign binary grades to instances. Top R

referable.
13: if (i ∈ AR) then
14: mi ← 1
15: else
16: mi ← 0
17: end if
18: Erri ← Erri + |mi − ai| . ai is the adjudicated grade
19: end for
20: end for
21: return Pr [Mi] = Erri/C . Error probability by averaging over number of

repetitions.

F.3 Triage and Allocation Algorithm

When using triage to reallocate human effort, we first order the instances by their

triage scores, and then fully automate the first αN of them. On the remainder

(1 − α)N images, we allocate the budget of cN human doctor grades we have

available. To allocate this set of cN grades, we use the equal coverage protocol:

each of the remaining (1 − α)N cases gets cN/((1 − α)N) grades. If this is a

non-integer amount, with r spare grades, the r cases identified as the hardest

(according to the triage scores) get an additional grade. We then compute the
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final binary decision by taking the mean grade (for each case) and thresholding

by 0.5 (the majority vote.)

F.3.1 Results on other Thresholds

As described in Section 8.2.4, at evaluation, for an instance with multiple grades

we aggregate all the scores by taking the mean and thresholding. In the main

text, we pick this threshold to be 0.5, corresponding to the majority vote of

all the grades. In Figure App.1, we show the results corresponding to Figure

8.4 in the main text, but for when we take the thresholds to be 0.3 (top row)

and 0.4 (bottom row). We see that the qualitative conclusions remain the same

– combining human and algorithmic effort beats the full allocation and equal

coverage protocols for both triage by the error prediction models and triage by

the ground truth. We also see the same significant gap between ground truth

and triage by error predictions.

Note that this choice of threshold affects the choice of qR, which is chosen so

that the number of cases marked as referable by the model matches the number

of cases marked as referable by the aggregated and thresholded grade of the

human doctors, and could potentially affect the results of Figure 8.6. However,

as shown in Figure App.2, the choice of aggregation threshold does not affect the

identification of zero error subsets.
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Figure App.1: Triage and human expert effort reallocation for different thresholds:
0.3 top row, 0.4 bottom row. We plot the same results as in Figure 8.4 in the main text,
but for different thresholds — 0.3, 0.4 — for aggregation.

291



0.0 0.2 0.4 0.6 0.8 1.0
Fraction of Cases Triaged

0.00

0.01

0.02

0.03

0.04

0.05

0.06

C
u
m

u
la

ti
v
e
 E

rr
o
r

Cumulative Error with 
 Algorithm Uncertainty Triage

Cumulative Triaged Model Error

Total Average Model Error

Total Average Doctor Error

35% Triaged with Zero Error

0.0 0.2 0.4 0.6 0.8 1.0
Fraction of Cases Triaged

0.00

0.01

0.02

0.03

0.04

0.05

0.06

C
u
m

u
la

ti
v
e
 E

rr
o
r

Cumulative Error with 
 Predicted Error Triage

Cumulative Triaged Model Error

Total Average Model Error

Total Average Doctor Error

44% Triaged with Zero Error

0.0 0.2 0.4 0.6 0.8 1.0
Fraction of Cases Triaged

0.00

0.01

0.02

0.03

0.04

0.05

0.06

C
u
m

u
la

ti
v
e
 E

rr
o
r

Cumulative Error with 
 Algorithm Uncertainty Triage

Cumulative Triaged Model Error

Total Average Model Error

Total Average Doctor Error

35% Triaged with Zero Error

0.0 0.2 0.4 0.6 0.8 1.0
Fraction of Cases Triaged

0.00

0.01

0.02

0.03

0.04

0.05

0.06

C
u
m

u
la

ti
v
e
 E

rr
o
r

Cumulative Error with 
 Predicted Error Triage

Cumulative Triaged Model Error

Total Average Model Error

Total Average Doctor Error

44% Triaged with Zero Error

Figure App.2: Triage for Zero Error subsets with thresholds 0.3 (top) and 0.4 (bottom)
for aggregation. The size of the zero error subsets remain the same, showing that the
choice of threshold does not affect the identification of these subsets.

F.4 Triage and Human Effort Reallocation with Model Grades

The triage process for effort reallocation – Figures 8.4, App.5 – assumes that the

algorithm decision is not available for the (1 − α)N cases that are not automated.

This may be the situation if computing an algorithm decision is expensive (less

likely) or (more likely) the algorithm decision is purposefully not shown in cases

where it is unsure, so as not to bias the human doctors. However, another equally

likely scenario is that the algorithm decision is also available ‘for free’ for the

(1 − α)N cases that are not fully automated. In Figure App.3, we show the effort

reallocation results from triaging if the model grades were available for all the

cases (compare to Figure 8.4 in the main text). We observe that all of the main

conclusions – the optimal performance is through a combination of automation
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Figure App.3: Effort reallocation results with the algorithm’s grade being available
for all cases. Here we assume that the algorithm’s grade is available for all the patient
cases. We see that the same qualitative conclusions hold – a mix of automation and
human effort outperforming the pure algorithm/human expert.

and human effort, which beats both full automation and the different equal

coverage baselines.

F.5 Results on Additional Holdout Dataset

The results in the main text are on the adjudicated evaluation dataset, which,

aside from multiple independent grades by individual doctors, also have a

consensus score, the adjudicated grade, which is used as a proxy for ground

truth. To further validate our result, we use an additional holdout set which

doesn’t have an adjudicated grade, but does have many individual doctor grades.

For each instance i, we use half of its grades to compute a proxy ground truth
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Figure App.4: Histogram plot of Pr [Hi] − Pr [Mi] for instances i on the additional
holdout evaluation dataset. Compare to Figure 8.3 in the main text. We see a diversity
of values across different instances.

grade, by aggregating and then thresholding the doctor grades. The other half

of the grades are used in effort reallocation and evaluating the equal coverage

baseline. The individual doctor grades in this dataset are slightly noiser (higher

disagreement rates) than in the adjudicated evaluation dataset. Nevertheless this

additional evaluation also supports all of the main findings.

The results on this dataset are qualitatively identical to those with the adjudi-

cated data. Again, we see that there is a diverse spread of Pr [Hi] − Pr [Mi] across

instances, with around 10% of the instances having the human experts perform

better (Figure App.4).

This diversity continues to be predictable, and we observe that triaging (by

the error prediction models and by the ground truth) to combine human expert

effort and and the algorithm’s decisions, Figure App.5, also demonstrates that

this combination works better than both full automation and equal coverage –

the same conclusions seen in Figure 8.4 in the main text. Like the main text, we

see a gap between triaging by the error prediction models and the ground truth

score.
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Figure App.5: Triaging to combine human effort and algorithm decisions outper-
forms full automation and the equal coverage protocols, compare to Figure 8.4 in the
main text. We perform the same experiments as in Figure 8.4 in the main text, using the
aggregated doctor grades as the ground truth instead of the adjudicated grade.

Finally, we also test to see if triaging can help find sets of zero error, like

in Section F.5 and Figure 8.6. We find that this is indeed the case, though the

fractions are slightly smaller with this holdout dataset, likely because the labels

are noisier than on the adjudicated evaluation dataset.

We also see that the fraction of zero error examples triaged is slightly lower

with the separate error prediction model (Figure App.6 right) than triaging by

model uncertainty (Figure App.6 left). The reason for this becomes apparent

after further inspection: the results of Figure App.6 are averaged over three inde-
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Figure App.6: Proportion of data with zero errors when triaging. Compare to Figure
8.6 in the main text. The proportion of the dataset found with zero errors is slightly lower,
likely because the labels are noisier, and total error is much higher (10% compared to 4%
in the main text.) Unlike the main text, we see that triaging by algorithmic uncertainty,
left pane, seems to perform better than triaging with a separate model. Upon closer
inspection, we find that this is because one repetition of the separate error model makes
two errors earlier on, and accounting for this (green dotted lines) shows that the separate
error model performs comparably/slightly better.

pendent repetitions of training a main diagnostic model, and a corresponding

separate error model. We find that one of the three repetitions of the separate

error model makes two errors – at 10% of the way through the data, it triages two

examples that are errors.This causes the percentage with zero error to drop from

24% to 10%. If we account for these two errors, we see that in fact triaging by the

error prediction model is doing comparably to triaging by algorithm uncertainty,

where allowing two errors gets to 20% of the data.
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